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# R Markdown

# Question 1(Cha4-Q1)

Proof:

From (4.2)

We can get

So, we have proofed that equation 4.3 (odds) can be deduced from equation 4.2 (logistic function).

# Question 2(Cha4-Q5)

(a) If the Bayes decision boundary is linear, we expect QDA to perform better on training set because of its higher flexibility; while LDA perform better on test set than QLA does, because QDA could overfit the linearity on the Bayes decision boundary.

(b) If the Bayes decision boundary is non-linear, we expect QDA better on both.

(c) General speaking, LDA tends to be a better bet than QDA if there are relatively few training observations. In contrast, when sample size n (training set) increases, QDA is recommended, so that the variance of the classifier is not a major concern, or if the assumption of a common covariance matrix for the K classes is clearly.

(d) False. It depends on different situation, sometimes it is an advantage to apply a method with more flexibility such as QDA which may lead a superior test error rate, but it can turn to a disadvantage when too much flexible may lead to overfit, turning to an inferior test error rate.

# Question 3(Cha4-Q8)

In this case, we should choose logistic regression because of its lower test error rate. With KNN with K=1, the training error rate is always 0%. Given the average error rate (averaged over both test and training data sets) of it is 18%, we can see that the tests error rate is 36%. On the opposite, by using logistic regression, the test error rate is 30%, which is smaller than the test error rate of KNN when K=1. So, it is more appropriate to choose logistic regression based on the test error rate.

# Question 4(Cha4-Q10)

# Author: Tianyu Li  
# Created on Feb 18th, 2019  
#  
# R script for Homework 2 Question 4(Section 4.7, page 171, question 10)  
# The College.csv file should be in working direction   
rm(list = ls())  
setwd('Z:/R\_working\_directory/DS502HW2');  
library(MASS)  
library(class)  
  
# Read the file and set the random seed  
ds = read.csv(file = 'weekly.csv', header = TRUE);  
set.seed(1)  
  
# (a) Produce some numerical and graphical summaries of the Weekly data  
summary(ds)

## X Year Lag1 Lag2   
## Min. : 1 Min. :1990 Min. :-18.1950 Min. :-18.1950   
## 1st Qu.: 273 1st Qu.:1995 1st Qu.: -1.1540 1st Qu.: -1.1540   
## Median : 545 Median :2000 Median : 0.2410 Median : 0.2410   
## Mean : 545 Mean :2000 Mean : 0.1506 Mean : 0.1511   
## 3rd Qu.: 817 3rd Qu.:2005 3rd Qu.: 1.4050 3rd Qu.: 1.4090   
## Max. :1089 Max. :2010 Max. : 12.0260 Max. : 12.0260   
## Lag3 Lag4 Lag5   
## Min. :-18.1950 Min. :-18.1950 Min. :-18.1950   
## 1st Qu.: -1.1580 1st Qu.: -1.1580 1st Qu.: -1.1660   
## Median : 0.2410 Median : 0.2380 Median : 0.2340   
## Mean : 0.1472 Mean : 0.1458 Mean : 0.1399   
## 3rd Qu.: 1.4090 3rd Qu.: 1.4090 3rd Qu.: 1.4050   
## Max. : 12.0260 Max. : 12.0260 Max. : 12.0260   
## Volume Today Direction   
## Min. :0.08747 Min. :-18.1950 Down:484   
## 1st Qu.:0.33202 1st Qu.: -1.1540 Up :605   
## Median :1.00268 Median : 0.2410   
## Mean :1.57462 Mean : 0.1499   
## 3rd Qu.:2.05373 3rd Qu.: 1.4050   
## Max. :9.32821 Max. : 12.0260

pairs(ds)
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# From the figures we can tell that there appears to be   
# relationship between Year and Volume: Volume is increasing  
# as year increasing  
  
# (b) Perform a logistic regression with Direction over Lags and Volume  
fit = glm(Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 + Volume,  
 family = "binomial", data = ds)  
summary(fit)

##   
## Call:  
## glm(formula = Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 +   
## Volume, family = "binomial", data = ds)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.6949 -1.2565 0.9913 1.0849 1.4579   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 0.26686 0.08593 3.106 0.0019 \*\*  
## Lag1 -0.04127 0.02641 -1.563 0.1181   
## Lag2 0.05844 0.02686 2.175 0.0296 \*   
## Lag3 -0.01606 0.02666 -0.602 0.5469   
## Lag4 -0.02779 0.02646 -1.050 0.2937   
## Lag5 -0.01447 0.02638 -0.549 0.5833   
## Volume -0.02274 0.03690 -0.616 0.5377   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1496.2 on 1088 degrees of freedom  
## Residual deviance: 1486.4 on 1082 degrees of freedom  
## AIC: 1500.4  
##   
## Number of Fisher Scoring iterations: 4

# It looks like only Lag2 appear to be statistically significant as  
# its p-value smaller than 0.05  
  
# (c) Compute the confusion matrix and fraction of correct predictions  
pred = predict(fit, type = "response")  
result = rep("Down", length(pred))  
result[pred > 0.5] = "Up"  
  
# Confusion matrix  
table(result, ds$Direction)

##   
## result Down Up  
## Down 54 48  
## Up 430 557

# Fraction of correct predictions  
mean(result == ds$Direction)

## [1] 0.5610652

# The confusion matrix shows that the model tends to predict most directions  
# as "UP", which leads to a only 56.1% accuracy on prediction.  
  
# (d) Perform a logistic regression with Lag2 as the predictor  
  
# Helper function to calculate the fraction of correct predictions from   
# the confusion matrix  
accuracy = function(table) {  
 result = (table[1, 1] + table[2, 2]) / sum(table)  
 return (result)  
}  
  
fit = glm(Direction ~ Lag2, family = "binomial",  
 data = ds, subset = Year < 2009)  
fit

##   
## Call: glm(formula = Direction ~ Lag2, family = "binomial", data = ds,   
## subset = Year < 2009)  
##   
## Coefficients:  
## (Intercept) Lag2   
## 0.2033 0.0581   
##   
## Degrees of Freedom: 984 Total (i.e. Null); 983 Residual  
## Null Deviance: 1355   
## Residual Deviance: 1351 AIC: 1355

# Confusion matrix and fraction of correct predictions  
pred = predict.glm(fit, subset(ds, Year >= 2009), type = "response")  
result = rep("Down", length(pred))  
result[pred > 0.5] = "Up"  
d\_table = table(result, subset(ds, Year >= 2009)$Direction)  
d\_table

##   
## result Down Up  
## Down 9 5  
## Up 34 56

accuracy(d\_table)

## [1] 0.625

# (e) Perform a LDA with Lag2 as the predictor  
fit = lda(Direction ~ Lag2, data = ds, subset = Year < 2009)  
fit

## Call:  
## lda(Direction ~ Lag2, data = ds, subset = Year < 2009)  
##   
## Prior probabilities of groups:  
## Down Up   
## 0.4477157 0.5522843   
##   
## Group means:  
## Lag2  
## Down -0.03568254  
## Up 0.26036581  
##   
## Coefficients of linear discriminants:  
## LD1  
## Lag2 0.4414162

# Confusion matrix and fraction of correct predictions  
pred = predict(fit, subset(ds, Year >= 2009), type = "response")  
e\_table = table(pred$class, subset(ds, Year >= 2009)$Direction)  
e\_table

##   
## Down Up  
## Down 9 5  
## Up 34 56

accuracy(e\_table)

## [1] 0.625

# (f) Perform a QDA Lag2 as the predictor  
fit = qda(Direction ~ Lag2, data = ds, subset = Year < 2009)  
fit

## Call:  
## qda(Direction ~ Lag2, data = ds, subset = Year < 2009)  
##   
## Prior probabilities of groups:  
## Down Up   
## 0.4477157 0.5522843   
##   
## Group means:  
## Lag2  
## Down -0.03568254  
## Up 0.26036581

# Confusion matrix and fraction of correct predictions  
pred = predict(fit, subset(ds, Year >= 2009), type = "response")  
f\_table = table(pred$class, subset(ds, Year >= 2009)$Direction)  
f\_table

##   
## Down Up  
## Down 0 0  
## Up 43 61

accuracy(f\_table)

## [1] 0.5865385

# (g) Perform a KNN with Lag2 as the predictor  
pred = knn(data.frame(subset(ds, Year < 2009)$Lag2),  
 data.frame(subset(ds, Year >= 2009)$Lag2),  
 subset(ds, Year < 2009)$Direction, k = 1)  
  
# Confusion matrix and fraction of correct predictions  
g\_table = table(pred, subset(ds, Year >= 2009)$Direction)  
g\_table

##   
## pred Down Up  
## Down 21 30  
## Up 22 31

accuracy(g\_table)

## [1] 0.5

# (h) Compare results  
accuracy(d\_table)

## [1] 0.625

accuracy(e\_table)

## [1] 0.625

accuracy(f\_table)

## [1] 0.5865385

accuracy(g\_table)

## [1] 0.5

# In our test, Logistic regression and LDA give the highest   
# fraction of correct predictions, then QDA,   
# and KNN with k=1 has the lowest accuracy rate  
  
# (i) Experiments  
# logistic Regression  
fit = glm(Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 + Volume,  
 family = "binomial", data = ds, subset = Year < 2009)  
pred = predict.glm(fit, subset(ds, Year >= 2009), type = "response")  
result = rep("Down", length(pred))  
result[pred > 0.5] = "Up"  
glm1 = table(result, subset(ds, Year >= 2009)$Direction)  
  
fit = glm(Direction ~ Lag1 \* Lag2 \* Lag3 \* Lag4 \* Lag5 + Volume,  
 family = "binomial", data = ds, subset = Year < 2009)

## Warning: glm.fit: fitted probabilities numerically 0 or 1 occurred

pred = predict.glm(fit, subset(ds, Year >= 2009), type = "response")  
result = rep("Down", length(pred))  
result[pred > 0.5] = "Up"  
glm2 = table(result, subset(ds, Year >= 2009)$Direction)  
  
# LDA  
fit = lda(Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 + Volume,  
 data = ds, subset = Year < 2009)  
pred = predict(fit, subset(ds, Year >= 2009), type = "response")  
lda1 = table(pred$class, subset(ds, Year >= 2009)$Direction)  
  
fit = lda(Direction ~ Lag1 \* Lag2 \* Lag3 \* Lag4 \* Lag5 + Volume,  
 data = ds, subset = Year < 2009)  
pred = predict(fit, subset(ds, Year >= 2009), type = "response")  
lda2 = table(pred$class, subset(ds, Year >= 2009)$Direction)  
  
# QDA  
fit = qda(Direction ~ Lag1 + Lag2 + Lag3 + Lag4 + Lag5 + Volume,  
 data = ds, subset = Year < 2009)  
pred = predict(fit, subset(ds, Year >= 2009), type = "response")  
qda1 = table(pred$class, subset(ds, Year >= 2009)$Direction)  
  
fit = qda(Direction ~ Lag1 \* Lag2 \* Lag3 \* Lag4 \* Lag5 + Volume,  
 data = ds, subset = Year < 2009)  
pred = predict(fit, subset(ds, Year >= 2009), type = "response")  
qda2 = table(pred$class, subset(ds, Year >= 2009)$Direction)  
  
#KNN  
pred = knn(data.frame(subset(ds, Year < 2009)$Lag2),  
 data.frame(subset(ds, Year >= 2009)$Lag2),  
 subset(ds, Year < 2009)$Direction, k = 10)  
knn1 = table(pred, subset(ds, Year >= 2009)$Direction)  
  
pred = knn(data.frame(subset(ds, Year < 2009)$Lag2),  
 data.frame(subset(ds, Year >= 2009)$Lag2),  
 subset(ds, Year < 2009)$Direction, k = 50)  
knn2 = table(pred, subset(ds, Year >= 2009)$Direction)  
  
accuracy(glm1)

## [1] 0.4615385

accuracy(glm2)

## [1] 0.4519231

accuracy(lda1)

## [1] 0.4615385

accuracy(lda2)

## [1] 0.4326923

accuracy(qda1)

## [1] 0.4326923

accuracy(qda2)

## [1] 0.4134615

accuracy(knn1)

## [1] 0.5576923

accuracy(knn2)

## [1] 0.5865385

accuracy(d\_table)

## [1] 0.625

accuracy(e\_table)

## [1] 0.625

accuracy(f\_table)

## [1] 0.5865385

accuracy(g\_table)

## [1] 0.5

# THe K value in KNN does not seem to influcence the test error rate significantly  
# And over all experiments, the original logsitic regression with Volume over lag2,  
# and LDA with Volume over lag2 still have the lowest error rate.

# Question 5(Cha4-Q11)

# Author: Tianyu Li  
# Created on Feb 18th, 2019  
#  
# R script for Homework 2 Question 5(Section 4.7, page 171, question 11)  
# The College.csv file should be in working direction   
rm(list = ls())  
setwd('Z:/R\_working\_directory/DS502HW2');  
library(MASS)  
library(class)  
  
# Read the file and set the random seed  
ds = read.csv(file = 'Auto.csv', header = TRUE);  
set.seed(2)  
  
# Remove missing values  
ds[ds == '?'] <- NA;  
ds = na.omit(ds);  
ds$horsepower = as.numeric(as.character(ds$horsepower));  
  
# (a) Create variable mpg01  
mpg01 = rep(0, nrow(ds))  
mpg01[ds$mpg > median(ds$mpg)] = 1  
ds = data.frame(ds, mpg01)  
  
# (b) Explore data and investigate the association   
# between "mpg01" and the other features  
par(mfrow=c(1,1))  
pairs(ds)
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par(mfrow=c(3,2))  
boxplot(cylinders ~ mpg01, data = ds, main = "Cylinders vs mpg01")  
boxplot(displacement ~ mpg01, data = ds, main = "Displacement vs mpg01")  
boxplot(horsepower ~ mpg01, data = ds, main = "Horsepower vs mpg01")  
boxplot(weight ~ mpg01, data = ds, main = "Weight vs mpg01")  
boxplot(acceleration ~ mpg01, data = ds, main = "Acceleration vs mpg01")  
boxplot(year ~ mpg01, data = ds, main = "Year vs mpg01")

![](data:image/png;base64,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)

# It looks like that cylinders, displacement, horse power and weight have  
# Strong association with mpg01, and acceleration has weak association.  
  
# (c) Split the data  
index = sample(nrow(ds), nrow(ds)/2)  
train = ds[index, ]  
test = ds[-index, ]  
  
# (d) Pefrome LDA  
fit = lda(mpg01 ~ cylinders + displacement + horsepower + weight + acceleration,  
 data = train)  
fit

## Call:  
## lda(mpg01 ~ cylinders + displacement + horsepower + weight +   
## acceleration, data = train)  
##   
## Prior probabilities of groups:  
## 0 1   
## 0.4693878 0.5306122   
##   
## Group means:  
## cylinders displacement horsepower weight acceleration  
## 0 6.891304 280.1739 135.69565 3609.000 13.88478  
## 1 4.096154 112.4519 77.10577 2294.635 16.72596  
##   
## Coefficients of linear discriminants:  
## LD1  
## cylinders -8.013196e-01  
## displacement 4.548390e-03  
## horsepower -6.255509e-05  
## weight -8.802328e-04  
## acceleration 4.484453e-02

# Test error  
pred = predict(fit, test, type = "response")  
table(pred$class, test$mpg01)

##   
## 0 1  
## 0 90 10  
## 1 14 82

mean(pred$class != test$mpg01)

## [1] 0.122449

# (e) Pefrome QDA  
fit = qda(mpg01 ~ cylinders + displacement + horsepower + weight + acceleration,  
 data = train)  
fit

## Call:  
## qda(mpg01 ~ cylinders + displacement + horsepower + weight +   
## acceleration, data = train)  
##   
## Prior probabilities of groups:  
## 0 1   
## 0.4693878 0.5306122   
##   
## Group means:  
## cylinders displacement horsepower weight acceleration  
## 0 6.891304 280.1739 135.69565 3609.000 13.88478  
## 1 4.096154 112.4519 77.10577 2294.635 16.72596

# Test error  
pred = predict(fit, test, type = "response")  
table(pred$class, test$mpg01)

##   
## 0 1  
## 0 91 11  
## 1 13 81

mean(pred$class != test$mpg01)

## [1] 0.122449

# (f) Perform logistic regression  
fit = glm(mpg01 ~ cylinders + displacement + horsepower + weight + acceleration,  
 family = "binomial", data = train)  
fit

##   
## Call: glm(formula = mpg01 ~ cylinders + displacement + horsepower +   
## weight + acceleration, family = "binomial", data = train)  
##   
## Coefficients:  
## (Intercept) cylinders displacement horsepower weight   
## 14.522649 -1.057951 0.005736 -0.058218 -0.002348   
## acceleration   
## 0.113055   
##   
## Degrees of Freedom: 195 Total (i.e. Null); 190 Residual  
## Null Deviance: 271   
## Residual Deviance: 85.16 AIC: 97.16

# Test error  
pred = predict.glm(fit, test, type = "response")  
result = rep(0, length(pred))  
result[pred > 0.5] = 1  
table(result, test$mpg01)

##   
## result 0 1  
## 0 91 13  
## 1 13 79

mean(result != test$mpg01)

## [1] 0.1326531

# (g) Perform KNN  
# K = 1  
pred = knn(data.frame(train$cylinders, train$displacement, train$horsepower, train$weight, train$acceleration),  
 data.frame(test$cylinders, test$displacement, test$horsepower, test$weight, test$acceleration),  
 train$mpg01, k = 1)  
table(pred, test$mpg01)

##   
## pred 0 1  
## 0 91 17  
## 1 13 75

mean(pred != test$mpg01)

## [1] 0.1530612

# K = 5  
pred = knn(data.frame(train$cylinders, train$displacement, train$horsepower, train$weight, train$acceleration),  
 data.frame(test$cylinders, test$displacement, test$horsepower, test$weight, test$acceleration),  
 train$mpg01, k = 5)  
table(pred, test$mpg01)

##   
## pred 0 1  
## 0 91 12  
## 1 13 80

mean(pred != test$mpg01)

## [1] 0.127551

# K = 20  
pred = knn(data.frame(train$cylinders, train$displacement, train$horsepower, train$weight, train$acceleration),  
 data.frame(test$cylinders, test$displacement, test$horsepower, test$weight, test$acceleration),  
 train$mpg01, k = 20)  
table(pred, test$mpg01)

##   
## pred 0 1  
## 0 92 14  
## 1 12 78

mean(pred != test$mpg01)

## [1] 0.1326531

# K = 100  
pred = knn(data.frame(train$cylinders, train$displacement, train$horsepower, train$weight, train$acceleration),  
 data.frame(test$cylinders, test$displacement, test$horsepower, test$weight, test$acceleration),  
 train$mpg01, k = 100)  
table(pred, test$mpg01)

##   
## pred 0 1  
## 0 86 6  
## 1 18 86

mean(pred != test$mpg01)

## [1] 0.122449

# Error rate over K  
acc\_knn = function(k) {  
 pred = knn(data.frame(train$cylinders, train$displacement, train$horsepower, train$weight, train$acceleration),  
 data.frame(test$cylinders, test$displacement, test$horsepower, test$weight, test$acceleration),  
 train$mpg01, k = k)  
 return (mean(pred != test$mpg01))  
}  
  
x = vector()  
y = vector()  
for(i in 1:100) {  
 x[i] = i  
 y[i] = acc\_knn(i)  
}  
  
par(mfrow=c(1,1))  
plot(x, y, type = "b", xlab = "k", ylab = "error rate", main = "Error rate over K")
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# It looks like K does not influence the performance on this data set.

# Question 6(Cha5-Q1)

Proof:

Take the first derivative of Var related to , we can get:

To check whether the result is minimum, we can take the second derivative of , checking whether it greater than or equal to zero:

# Question 7(Cha5-Q2)

(a) 1-1/n.

Because bootstrap sampling draws items with replacement, we are sampling from the same pool with the same probability for each time, so there are (n-1) items in the n that are not j and with a probability of 1-1/n that the first item is not j.

(b) 1-1/n

Still because the bootstrap sampling pattern is with replacement, so the probability would not change in this case.

(c)

In previous situation, we can get the probability that the jth observation is not in the bootstrap sample is (1-1/n) for each time sampling. With the bootstrap where n!=j, the same situation applies and probability for j have to repeated for n times, then the result would be .

(d)

When N=5,

(e)

When N=100,

(f)

When N=10000,

# Author: Tianyu Li  
# Created on Feb 18th, 2019  
#  
# R script for Homework 2 Question 7(Section 5.4, page 198, question 8)  
rm(list = ls())  
  
#(g) Create a plot on probablities of n = 1 to 10000  
x = vector()  
y = vector()  
  
for(n in 1:10000) {  
 x[n] = n  
 y[n] = 1 - ((1 - 1/n) ^ n)  
}  
  
par(mfrow=c(1,2))  
plot(x, y, xlab = "n", ylab = "probablity",  
 main = "probablities of n = 1 to 10000")  
plot(x[1000:10000], y[1000:10000], xlab = "n", ylab = "probablity",  
 main = "probablities of n = 1000 to 10000")
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# The probablity that that the jth observation is in the bootstrap sample  
# is decreasing as the size of observation n increasing. And it looks like  
# The probablity converges to around 0.63  
  
# (h) Probablity on j = 4 by bootstrap samples  
results = vector()  
for(i in 1:10) {  
store = rep(NA, 10000)  
 for(n in 1:10000) {  
 store[n] = sum(sample(1:100, rep = TRUE) == 4) > 0  
 }  
 results[i] = mean(store)  
}  
results

## [1] 0.6313 0.6271 0.6300 0.6365 0.6398 0.6388 0.6383 0.6403 0.6342 0.6348

# The probablity is about 0.63, which shows that the result  
# we got on theory is correct

# Question 8(Cha5-Q5)

# Author: Tianyu Li  
# Created on Feb 18th, 2019  
#  
# R script for Homework 2 Question 8(Section 5.4, page 198, question 5)  
# The College.csv file should be in working direction   
rm(list = ls())  
setwd('Z:/R\_working\_directory/DS502HW2');  
  
# Read the file and set the random seed  
ds = read.csv(file = 'default.csv', header = TRUE);  
set.seed(3)  
  
# (a) Fit a logistic regression model that uses income and balance  
# to predict default  
fit = glm(default ~ income + balance, family = binomial, data = ds)  
summary(fit)

##   
## Call:  
## glm(formula = default ~ income + balance, family = binomial,   
## data = ds)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4725 -0.1444 -0.0574 -0.0211 3.7245   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.154e+01 4.348e-01 -26.545 < 2e-16 \*\*\*  
## income 2.081e-05 4.985e-06 4.174 2.99e-05 \*\*\*  
## balance 5.647e-03 2.274e-04 24.836 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1579.0 on 9997 degrees of freedom  
## AIC: 1585  
##   
## Number of Fisher Scoring iterations: 8

# (b) Using the validation set approach, estimate the test error of this model  
# i. Split the sample set  
train = sample(nrow(ds), nrow(ds)/2)  
  
# ii. Fit with training set  
train\_fit = glm(default ~ income + balance, family = binomial,  
 data = ds, subset = train)  
summary(train\_fit)

##   
## Call:  
## glm(formula = default ~ income + balance, family = binomial,   
## data = ds, subset = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1014 -0.1433 -0.0569 -0.0206 3.7241   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.160e+01 6.055e-01 -19.162 < 2e-16 \*\*\*  
## income 2.254e-05 6.972e-06 3.233 0.00123 \*\*   
## balance 5.660e-03 3.131e-04 18.079 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 1530.39 on 4999 degrees of freedom  
## Residual deviance: 812.77 on 4997 degrees of freedom  
## AIC: 818.77  
##   
## Number of Fisher Scoring iterations: 8

# iii. Validate the fit with testing set and classify with   
# if the posterior probability is greater than 0.5.  
pred = predict.glm(train\_fit, newdata = ds[-train, ], type = 'response')  
result = rep("No", length(pred))  
result[pred > 0.5] = "Yes"  
  
# iv Compte the validation set error  
mean(result != ds[-train, ]$default)

## [1] 0.0248

# (c) Repeat the process in (b) three times  
# Define the process as a function  
error = function(){  
 train = sample(nrow(ds), nrow(ds)/2)  
 train\_fit = glm(default ~ income + balance, family = binomial,  
 data = ds, subset = train)  
 summary(train\_fit)  
 pred = predict.glm(train\_fit, newdata = ds[-train, ], type = 'response')  
 result = rep("No", length(pred))  
 result[pred > 0.5] = "Yes"  
   
 error = mean(result != ds[-train, ]$default)  
 return(error)  
}  
  
# Repeat the function three times  
error()

## [1] 0.0258

error()

## [1] 0.0242

error()

## [1] 0.0264

# The test error rate could be floating as the sample process is random  
  
# (d) Add a dummy variable for student and test  
error2 = function(){  
 train = sample(nrow(ds), nrow(ds)/2)  
 train\_fit = glm(default ~ income + balance + student, family = binomial,  
 data = ds, subset = train)  
 summary(train\_fit)  
 pred = predict.glm(train\_fit, newdata = ds[-train, ], type = 'response')  
 result = rep("No", length(pred))  
 result[pred > 0.5] = "Yes"  
   
 error = mean(result != ds[-train, ]$default)  
 return(error)  
}  
  
error2()

## [1] 0.0258

error2()

## [1] 0.0262

error2()

## [1] 0.0236

# It does not seems like adding a dummy variable for "student" would  
# reduce the test error rate.

# Question 9(Cha5-Q6)

# Author: Tianyu Li  
# Created on Feb 18th, 2019  
#  
# R script for Homework 2 Question 9(Section 5.4, page 199, question 6)  
# The College.csv file should be in working direction   
rm(list = ls())  
setwd('Z:/R\_working\_directory/DS502HW2');  
library(boot)  
  
# Read the file and set the random seed  
ds = read.csv(file = 'default.csv', header = TRUE);  
set.seed(4)  
  
# (a) Determine the estimated standard errors  
fit = glm(default ~ income + balance, family = "binomial",  
 data = ds)  
summary(fit)

##   
## Call:  
## glm(formula = default ~ income + balance, family = "binomial",   
## data = ds)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4725 -0.1444 -0.0574 -0.0211 3.7245   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -1.154e+01 4.348e-01 -26.545 < 2e-16 \*\*\*  
## income 2.081e-05 4.985e-06 4.174 2.99e-05 \*\*\*  
## balance 5.647e-03 2.274e-04 24.836 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2920.6 on 9999 degrees of freedom  
## Residual deviance: 1579.0 on 9997 degrees of freedom  
## AIC: 1585  
##   
## Number of Fisher Scoring iterations: 8

# (b) Write boot function  
boot\_fn = function(data, index) {  
 fit = glm(default ~ income + balance, family = "binomial",  
 data = data, subset = index)  
 return (coef(fit))  
}  
  
# (c) test with bot function  
boot(ds, boot\_fn, 1000)

##   
## ORDINARY NONPARAMETRIC BOOTSTRAP  
##   
##   
## Call:  
## boot(data = ds, statistic = boot\_fn, R = 1000)  
##   
##   
## Bootstrap Statistics :  
## original bias std. error  
## t1\* -1.154047e+01 -2.107293e-02 4.335119e-01  
## t2\* 2.080898e-05 -2.398464e-07 4.671074e-06  
## t3\* 5.647103e-03 1.499666e-05 2.262465e-04

# (d) Comments  
# It looks like the estimated standard errors obtained by  
# these two methods are pretty close

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot.