# AiLearning之机器学习基础总结

## Logsitic回归：

### sigmoid阶跃函数：![](data:image/x-wmf;base64,183GmgAAAAAAAPYE9gTsCQAAAAD9XgEACQAAA2sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgASABBIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9ABAAAOAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIrBBwAAAD7AsD9AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgCw8xkA9zaJd0CNkXcAAAAABAAAAC0BAQAIAAAAMgo2BBwCAQAAAGUAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuALDzGQD3Nol3QI2RdwAAAAAEAAAALQECAAQAAADwAQEACAAAADIK2wKtAwEAAAB4ABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3SD2Id0AAAACw8xkA9zaJd0CNkXcAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCtsCGwMBAAAALQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0g9iHdAAAAAsPMZAPc2iXdAjZF3AAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgq+Aw4BAQAAACsAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuALDzGQD3Nol3QI2RdwAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKvgMwAAEAAAAxAAgAAAAyCm4B1QEBAAAAMXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAhIQCKAgAACgBlFWYhZRVmISEAigIQ9RkABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

### Tanh函数：sigmoid函数变形，且是0均值的：![](data:image/x-wmf;base64,183GmgAAAAAAAHEH9gTsCQAAAAB6XQEACQAAA6cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgATABhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+ABgAAOAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAKrBBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkAlzR5dkB9gXYAAAAABAAAAC0BAQAIAAAAMgpgAuMFAQAAADEACAAAADIKvgMwAAEAAAAxAAgAAAAyCm4BGwIBAAAAMnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENkZAJc0eXZAfYF2AAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrbAqMDAQAAADLCHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHboOnh2QAAAABDZGQCXNHl2QH2BdgAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAL5BAEAAAAtwggAAAAyCr4DDgEBAAAAKwAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdug6eHZAAAAAENkZAJc0eXZAfYF2AAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrbAhsDAQAAAC0AHAAAAPsCwP0AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABDZGQCXNHl2QH2BdgAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKNgQcAgEAAABlABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkAlzR5dkB9gXYAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCtsCLQQBAAAAeMIKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBOIQCKAgAACgChLWZOoS1mTiEAigJ42hkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)；

### 寻找最优参数的相关理论：

#### 梯度算子总是指向函数值增长最快的方向。即连续可微函数在某点P，沿在p点的梯度方向有最大的方向导数；

#### 梯度上升算法：与梯度下降算法的区别-目标函数是求最大似然函数：![](data:image/x-wmf;base64,183GmgAAAAAAAHgOwQLsCQAAAABEUgEACQAAA7EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6H////gDAAAIQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyPMZAJc0eXZAfYF2AAAAAAQAAAAtAQAACAAAADIKoAFTDAEAAAApAAgAAAAyCqABxwoBAAAAKH8IAAAAMgqgAXYGAQAAACp/CAAAADIKoAFyAQEAAAA6eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI8xkAlzR5dkB9gXYAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABVwsBAAAAd5gIAAAAMgqgAQEKAQAAAGYACAAAADIKoAH+AgEAAAB3eQgAAAAyCqABQAABAAAAdwAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyPMZAJc0eXZAfYF2AAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgozAu8IAQAAAHeZHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHboOnh2QAAAAMjzGQCXNHl2QH2BdgAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKGAJLBwEAAADRfxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB26Dp4dkAAAADI8xkAlzR5dkB9gXYAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABNgQBAAAAKwAIAAAAMgqgAcwBAQAAAD0AHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHboOnh2QAAAAMjzGQCXNHl2QH2BdgAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAEyBQEAAABhmAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEAhAIoCAAAKALEsZkCxLGZAIQCKAij1GQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)；——批处理学习算法

#### 梯度下降算法：目标函数为求最小损失函数：![](data:image/x-wmf;base64,183GmgAAAAAAAEMMwQLsCQAAAAB/UAEACQAAA30BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAIgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6H////gCgAAIQIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENkZAJc0eXZAfYF2AAAAAAQAAAAtAQAACAAAADIKoAFtCgEAAAApAAgAAAAyCqAB4QgBAAAAKAAIAAAAMgqgAaIBAQAAADotCAAAADIKoAFAAAEAAAB3vxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkAlzR5dkB9gXYAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABcQkBAAAAdwAIAAAAMgqgARsIAQAAAGYACAAAADIKoAEuAwEAAAB3vRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkAlzR5dkB9gXYAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCjMCCQcBAAAAd70cAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdug6eHZAAAAAENkZAJc0eXZAfYF2AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoYAmUFAQAAANEAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHboOnh2QAAAABDZGQCXNHl2QH2BdgAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAFmBAEAAAAteQgAAAAyCqAB/AEBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQB0IQCKAgAACgAGLWZ0Bi1mdCEAigJ42hkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)；

### 梯度上升算法改进：由于梯度上升算法每次更新回归系数时需要遍历整个数据集，当数据集较大时计算成本太高；

#### 随机梯度上升算法：即每次仅用一个样本点来更新回归系数；——在线学习算法；

## Logistic回归和最大熵模型：

### 1. 他们都属于对数线性模型。当类标签只有两个的时候，最大熵模型就是logistic回归模型；

## 多分类标签：逻辑回归也可用于多分类标签。

### 1. 对多分类标签，如果标签A中有a0,a1,a2,....,an个标签，则对每个标签ai，需要训练一个逻辑回归分类器；

### 2. 训练标签ai的逻辑回归分类器时，将标签ai看成一类，非ai标签看成另一类，这样就可以运用二值类逻辑回归分类算法；

### 3.测试数据的时候，将查询点套用在每个逻辑回归分类器中的Sigmoid 函数，取值最高的对应标签为查询点的标签。

## 支持向量机——监督学习算法

### 支持向量：就是离分割超平面最近的那些点；

### 机表示一种算法

## 神经网络 -DNN，CNN

### 神经网络非线性能力及原理：

#### 感知器和逻辑门——》空间分线性切分能力

### BP算法：也叫![](data:image/x-wmf;base64,183GmgAAAAAAAIQB7QHsCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdug6h3ZAAAAA+NgZAJc0iHZAfZB2AAAAAAQAAAAtAQAACAAAADIKYAEiAAEAAABkAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAKIYZoGiGGaBIQCKAmDaGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)算法；

### SGD算法：梯度下降算法；

### 回归类问题选择损失函数：MSE-最小平方误差；

### 学习率：

### 常用的package工具： tersenflow， pytorch， keras

## 集成学习

### bagging：“投票选举”——基于数据随机重抽样分类器构造的方法；

#### bagging代表——随机森林算法；

#### 随机森林算法：

####

### boosting：“再学习”——基于所有分类器的加权求和方法；

#### boosting代表——adaboosting；

### bagging和boosting的区别:

#### 1. Bagging与boosting是一种很类似的技术，所使用的多个分类器的类型都是一致的。

#### 2. Bagging是由不同的分类器（1. 数据随机化；2.特征随机化），经过训练，综合得出的出现最多分类结果；

#### 2. Boosting是通过调整已有分类器那些错分的那些数据来获取新的分类器，得出目前最优的结果；

#### 3. Bagging中分类器的权重是相等的；而boosting中的分类器加权求和，所以权重并不相等，每个权重代表的是其分类器在上一轮迭代中的成功度。

## 样例非均衡现象

在分类器训练时，正例数目和反例数目不相等（相差很大）。或者发生在正负例分类错误的成本不同的时候。

###

## 能否使用弱分类器和多个实例来构建一个强分类器？

Adaptive Boosting——自适应boosting

### AdaBoost开发流程：

1. 搜集数据——可以使用任意方法；
2. 准备数据——依赖所使用的弱分类器类型。针对机器学习实战第7章-基于adaboost的分类一节，使用的是单层决策树，该分类器可以处理任何数据类型；
   1. 传统决策树：
      1. 它的层数是一般是由数据的特征数目决定的，每一层的的构建难度主要取决于如何找到这样一个特征属性，使得使用该属性划分当前样本集具有最大信息增益；
      2. 按照上述规则递归构建决策子树，直至某一层子树对应的样本集全部为同一种标签或者样本集里只剩下一种特征属性；
   2. 单层决策树：顾名思义，该分类器只有一层分类节点，该分类节点主要包括划分属性，阈值，判断条件；找到该分类节点的策略就是遍历样本数据的属性，在他们的有限离散值里面找到具有最低分类误差率的阈值；
3. 分析数据：可以使用任意方法；
4. 训练算法：
   1. AdaBoost的大部分时间都用在训练上，分类器将多次在同一数据集上训练弱分类器， 只是每一轮数据的权重不一样:
      1. ；
      2. ；
   2. 每个弱分类器都对应一个单层决策树——：划分属性， 阈值， 判断条件（大于或小于阈值）；
   3. 对每一个弱分类器，通过计算它在样本集上的分类误差率，就可以得到它在最终分类器中的权重：
      1. ;
      2. ；
   4. 注意Adaboost虽然是分迭代训练，但是并不是会一致迭代下去；每一轮迭代训练后，Adaboost对已经训练出来的弱分类器进行加权叠加：
      1. ；
      2. 然后计算f(x)在训练集上的分类误差率，如果为0或者达到指定阈值，就终止迭代；
5. 测试算法：计算分类的错误率；
6. 使用算法：同SVM一样，Adaboost预测两个类别中的一个；如果想把它应用到多类别的场景，则可以固定一个类别，然后将其他类别归类为第二种类别，这样就可以得到多个二值类分类器；

### Adaboost优缺点：

1. 泛化（由具体的、个别的扩大为一般的）错误率低，易编码，可以应用在大部分分类器上，无需参数调节；
2. 缺点：对离群点敏感；
3. 使用数据类型：数值型和标称型数据；

## 无偏估计：

1.定义：就是某个公式对采样后的样本进行统计得到某个指标，这个指标会随着样本的不同而浮动；如果多次采样后，对该指标求期望，如果最终结果与样本变量无关，就说用该指标估计没有系统上的偏差，产生的误差是随机因素造成的；

2.特别地，对样本方差，如果按照：

2.1 计算样本方差，对该方差求期望，最终的结果里会引入样本变量，所以使用该公式对样本进行估计会引入样本偏差；

2.2 为消除样本偏差，需要把样本方差公式调整为：，对该方差公式计算期望，可得到；——此时称该方差公式为样本的无偏估计。

### bagging——并行式集成学习方法的代表

#### 自主采样法——使得初始训练集中约有63.2%的数据流入采样集中；

#### 个体学习器之间无强依赖，可以并行生成；

#### 在对预测输出进行结合时，Bagging通常对分类任务使用简单投票法，对回归任务使用简单平均法；

### AdaBoosting——串行集成学习方法的代表

####

## 回归

### 1. 线性回归

* 1. 使用最小二乘法得到令loss function最小的W，即：![](data:image/x-wmf;base64,183GmgAAAAAAAAcHNALsCQAAAADOWwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyPMZAPc2iXdAjZF3AAAAAAQAAAAtAQAACAAAADIKoAGuBAEAAABXAAgAAAAyCqAB+AIBAAAAWAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AyPMZAPc2iXdAjZF3AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgr0ACUEAQAAAFR5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdIPYh3QAAAAMjzGQD3Nol3QI2RdwAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAGuAQEAAAA91BwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDI8xkA9zaJd0CNkXcAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABOgABAAAAWQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBJIQCKAgAACgCiFGZJohRmSSEAigIo9RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)—> ![](data:image/x-wmf;base64,183GmgAAAAAAAIoMewLsCQAAAAAMUAEACQAAA6kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgCxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gCwAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENkZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIKoAFrCgEAAAB5AAgAAAAyCqABbQgBAAAAWAAIAAAAMgqgAYYFAQAAAFiHCAAAADIKoAGOAwEAAABYhxwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAmgkBAAAAVAAIAAAAMgr0ALsEAQAAAFSHHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABDZGQA3N8l1QH3RdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK9AC/BwEAAAAxABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABsgYBAAAAKYcIAAAAMgqgAeYCAQAAACiHCAAAADIKoAFAAAEAAAB3hxwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1eD3IdUAAAAAQ2RkANzfJdUB90XUAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQARQcBAAAALQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdXg9yHVAAAAAENkZADc3yXVAfdF1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAcABAQAAAD0ACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ANSEAigIAAAoA8BRmNfAUZjUhAIoCeNoZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=);
  2. 使用线性回归得到的是具有最小均方差的无偏估计，有可能出现欠拟合现象，为了解决这个问题，允许在估计中引入一些偏差；
     1. 局部加权线性回归（Locally Weighted Linear Regression，LWLR）
  3. 如果数据的特征数比样本点还多，即X为非满秩矩阵，此时![](data:image/x-wmf;base64,183GmgAAAAAAADMGNALsCQAAAAD6WgEACQAAA4EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gBQAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENkZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIK9AD7BAEAAAAxURwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2RkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB4gABAAAAWFEcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdXg9yHVAAAAAENkZADc3yXVAfdF1AAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgr0AIEEAQAAAC15HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QB90XV4Pch1QAAAABDZGQA3N8l1QH3RdQAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKoAG4AwIAAACjqQgAAAAyCqABYv8CAAAAo6gcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENkZADc3yXVAfdF1AAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAc4CAQAAAFioHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABDZGQA3N8l1QH3RdQAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK9AADAgEAAABUUQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOUhAIoCAAAKAA0VZuUNFWblIQCKAnjaGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)无解；
     1. 解决办法：
        1. 岭回归；
           1. 岭回归就是在矩阵![](data:image/x-wmf;base64,183GmgAAAAAAANsDEQLsCQAAAAA3XwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAAxIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9AAwAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIKoAEmAgEAAABYShwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2xkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAZQEBAAAAVAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAToAAQAAAFgOCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AOSEAigIAAAoAphxmOaYcZjkhAIoCeNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)加上一个![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIKYAEMAQEAAABJABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB1eD3IdUAAAAAQ2xkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABNAABAAAAbAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBUIQCKAgAACgA8IGZUPCBmVCEAigJ43BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)从而使得矩阵非奇异，进而能对![](data:image/x-wmf;base64,183GmgAAAAAAAAcHNALsCQAAAADOWwEACQAAA1UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBgAAtwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIKoAF6BQEAAABJAAgAAAAyCqABJgIBAAAAWAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgr0AFsBAQAAAFR4HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHV4Pch1QAAAABDbGQA3N8l1QH3RdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAGiBAEAAABseRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1eD3IdUAAAAAQ2xkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABjgMBAAAAKwAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAToAAQAAAFgACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AeyEAigIAAAoA6Btme+gbZnshAIoCeNwZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)求逆，即回归系数![](data:image/x-wmf;base64,183GmgAAAAAAAEsPewLsCQAAAADNUwEACQAAAwkCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gDQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIKoAHzDAEAAAB5eQgAAAAyCqAB9QoBAAAAWHkIAAAAMgqgAaQIAQAAAEl5CAAAADIKoAFQBQEAAABYeQgAAAAyCqABQAABAAAAd3kcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgr0ACIMAQAAAFR5CAAAADIK9ACFBAEAAABUeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ2xkANzfJdUB90XUAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCvQAZQoBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AENsZADc3yXVAfdF1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAWQDAQAAAFh5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHV4Pch1QAAAABDbGQA3N8l1QH3RdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK9ADrCQEAAAAteRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB1eD3IdUAAAAAQ2xkANzfJdUB90XUAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABuAYBAAAAK3kIAAAAMgqgAZABAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QB90XV4Pch1QAAAABDbGQA3N8l1QH3RdQAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAEiCQIAAACjqQgAAAAyCqAB5AECAAAAo6gcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdXg9yHVAAAAAENsZADc3yXVAfdF1AAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAcwHAQAAAGyoCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AJSEAigIAAAoAhw1mJYcNZiUhAIoCeNwZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)；
           2. 缩减：岭回归实质上是在估计中加上偏差，从而得到更好的估计。这里通过引入![](data:image/x-wmf;base64,183GmgAAAAAAAIQB7QHsCQAAAACUXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdXg9yHVAAAAAENsZADc3yXVAfdF1AAAAAAQAAAAtAQAACAAAADIKYAE0AAEAAABsAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAhAIoCAAAKAP0LZsD9C2bAIQCKAnjcGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)来限制了所有w之和，通过引入该惩罚项，能够减少不重要的参数，该技术在统计学中也叫做“缩减”；
        2. Lasso法：
        3. 前向逐步回归：贪心算法，每一步都尽可能减少误差；
           1. 一开始，所有的权重设置为0；
           2. 然后每一步所做的决策就是对某个权重增加或减少一个很小的值，使用新W计算出误差；
           3. 最后求得具有最小误差的回归系数；

### 树回归

数据集中常有输入数据和目标变量之间呈现非线性关系。对这些复杂的关系进行建模，一种可行的方式是使用树来对预测值分段，包括分段常数和分段线性函数。

分段常数——回归树；

分段线性函数——模型树；

1. 回归树 vs 分类树：
   1. 回归树：CART（Classification And Regression trees）：
      1. CART算法用于构建二元树并处理离散型或连续型数据的切分。使用不同的误差准则，就可以通过CART算法构建回归树和模型树；
   2. 分类树：ID3, C4.5
   3. 构建决策树常用的三种方法：ID3, C4.5, CART；他们划分树的分支的方式：
      1. CART做分类工作时，采用GINI值作为节点分裂的依据；回归时，采用样本的最小方差作为样本分裂的依据；
   4. 树剪枝：
      1. 一棵树如果节点过多，表明该模型可能对数据进行了“过拟合”；
      2. 预剪枝（prepruning）；
      3. 后剪枝（postpruning）: 对拥有同一父节点的一组节点进行合并，如果合并后的熵的增加量小于某一阈值，则将改组节点进行合并；
2. 回归树 VS 模型树：
   1. 使用树建模。除了把叶节点简单设为常数值（回归树）外，还可以把叶节点设为分段线性函数（模型树）；如何得到分段线性函数——线性回归；
   2. 决策树较其他机器学习算法的优势之一在于其结果更易于理解。模型树建立在决策树的构建基础上，把切分数据使用线性模型表示，使得其具有更高的可解释性，同时也具有更高的预测准确度；
   3. 为了找到最佳切分，如何计算误差呢？——树建模的关键
      1. 回归树：本质上类似决策树，需要一个指标来表征通过某个特征划分后，划分后的数据集混乱度要比划分前的数据集混乱度有所降低；——对连续型数据，使用数据目标值的最小方差；
      2. 模型树：虽然基于决策树思想划分数据集，但是切分数据后使用线性模型拟合了数据，因此需要使用线性模型预测值和目标值的方差来表征切分能力；、

### 聚类算法

1. K-Means聚类算法：
   1. K-Means术语：
      1. 簇：
      2. 质心：
      3. SSE：簇中所有点到质心的距离平方和；
   2. 聚类的目标：保持簇数目不变的情况下提高簇的质量；
   3. 判断聚类的性能：SSE——SUM of squared Error；
   4. K-Means聚类算法的缺陷：K-Mans算法可能会陷入局部最小值；
      1. 原因：
         1. K值取得不合适，距离函数不合适，随机选择的质心靠的太近等；
         2. 解决办法：二分K-Means聚类算法:
            1. 第一步：将所有点看成一个簇；
            2. 当簇数目小于K时，对每一个簇：

计算总误差；

在给定得簇上面进行K-Means聚类（k=2）;

计算将该簇一分为二之后得总误差；

* + - * 1. 选择使得误差最小得那个簇进行划分操作；
        2. 上述基于SSE的划分过程不断重复，直到得到用户指定的簇数目为止。
        3. biKmeans算法剖析：

如何选择误差最小的簇？（该簇的初始误差也是最大的，经2均值划分后，会使数据集整体的SSE最小）

计算出未二分前的SSE；

遍历每一组簇，从数据集中通过数组过滤器获取该簇对应的数据集，基于该子集进行2-Means聚类，计算该子集进行2-均值聚类后的SSE + 非该子集的所有SSE；选出使得SSE最小的划分簇，并记录进行2-均值划分后的自己SSE；

如何基于最佳2-均值聚类子集划分结果更新数据集的簇信息？

数据集的簇信息包括两方面？ 簇质心（k x N）列表，数据集中每条数据对应的簇索引及及到对应簇质心的SSE（M x 2）

最佳2-均值聚类划分子集是通过数组过滤器从原数据集中过滤出来的，该子集经过2-均值聚类划分后，每条数据在原始数据集中 的顺序是不会变的，所以只需要新得到的0和1的结果簇编号修改为划分簇和新加簇的编号，通过数组过滤器可完成；

更新原质心列表中的第i个质心为二分2-均值聚类后的第一个质心（簇编号为0），然后append二分2-均值聚类后的第二个质心（簇编号为1）了;

### Volitile 原理和使用总结：

1. Volitile作用？——在多线程并发场景中保障共享变量得可见性；
   1. 数据得可见性？——现代操作系统，线程每次读取和写入都不会直接操作主内存，而是每条线程都拥有自己的工作内存，类似缓存，线程在工作内存中保存主内存共享变量的副本，当操作完工作内存的变量后，会写入主内存。多核多线程时代，缓存虽然提高了CPU的执行效率，但是却出现了多线程之间的缓存一致性问题；
      1. 解决办法： 缓存一致性协议；
   2. 编译器重排序、处理器重排序；
   3. Volatile规则：——写操作先于后续的读取操作，保证数据的可见性；
      1. 原理：假如一个共享变量被volatile修饰，该指令在多核处理器下会引发两件事情：
         1. 将当前处理器缓存行数据写回主内存中；
         2. 这个写入的操作会让其他处理器中已经缓存了该变量的内存地址失效，当其他处理器需求再次使用该变量时，必须从主内存中重新读取该值；
         3. 为了保证每个CPU数据的一致性，每一个CPU会通过嗅探总线上传播的数据来检查自己数据的有效性，当发现自己缓存的数据的内存地址被修改，就会让自己缓存该数据的缓存行失效，重新获取数据，从而保证了数据的可见性；
   4. Volatile底层原理：内存屏障；
      1. 即volatile修饰的共享变量在机器指令层面会出现lock 前缀的指令；
      2. 简单来说，被volatile修饰的共享变量，在lock指令后是一个原子操作，而Lock前缀指令就相当于一个内存屏障；
      3. 什么是内存屏障？
         1. 为了提高程序的运行效率，编译器和处理器运行时会对指令进行重排序；
         2. 内存屏障就是一组CPU指令，告诉编译器和CPU，禁止任何指令和当前指令重排序；

### 使用Apriori算法进行关联分析

1. Apriori算法：
   1. 何为关联分析（关联规则学习）？——从大规模数据集中寻找物品间的隐含关系；
   2. 关联分析的难点？如何在合理的时间内找到所有频繁项集；——方法：Apriori算法；
   3. 频繁项集：指经常出现在一块的物品的集合；
      1. 如何度量频繁？——项集的支持度，即数据集中包含该项集的记录所占的比例
   4. 关联规则：描述了两种物品之间可能存在的强关系；
      1. 如何度量关联规则？——可信度或置信度：即支持度({尿布，葡萄酒}) / 支持度({尿布});
      2. 通过暴力遍历所有组合的清单，然后统计每一种组合的频繁程度，太耗时，建议使用Apriori算法；
   5. Apriori算法：
      1. 如果一个项集是非频繁项集，那么它的所有超集也是非频繁的·；
      2. 反过来说，如果某个项集是频繁的，那么它的所有子集也是频繁的；
   6. 从频繁项集中挖掘关联规则：
      1. 频繁项集的量化定义——即该项集需要满足最小支持度要求；
      2. 关联规则的量化定义——可信度：
         1. 一条规则P —> H的可信度定义为support(P | H) / support(P)。
            1. Apriori算法案例：假设规则[0,1,2] ->[3]并不满足最小可信度要求，那么就知道任何左部为[0,1,2]子集得规则也不会满足最下可信度要求；
            2. Q: 上述案例成立的条件是：support([01,2,]) < support([0,1]) ；
            3. 是否可以理解[0,1,2]其实是[0], [1], [2]的数学交集？
         2. Apriori原理另一种表述：如果一个元素项是不频繁的，那么那些包含该元素的超集也是不频繁的；
            1. 通过超集是子集的数学交集可以推断除上述结论；
   7. Apriori算法面对大数据集时高效吗？
      1. 因为每次增加频繁项集的大小，Apriori算法都会重新扫描整个数据集，当数据集很大时，会显著降低频繁项集发现的速度；
      2. 改进：FP-Growth算法，只需要对数据集进行两次遍历，能够显著加快发现频繁项集的速度；
2. FP-Growth算法
   1. 定义：
      1. FP-Growth算法将数据存储在一种称为FP树的紧凑数据结构中。FP代表频发模式（Frequent Pattern）；
   2. 特点：
      1. 一个元素可以在FP树中出现多次，每个树节点上给出集合中单个元素及其在序列中出现的次数；
      2. 另外，FP树会存储项集的出现频率，每个项集会以路径的方式存储在树中。存在相似元素的集合共享树的一部分；
      3. FP树通过链接（link）来连接相似元素，用于快速发现相似项的位置；
   3. 使用FP树发现频繁项集的基本过程：
      1. 构建FP树；
      2. 从FP树中挖掘频繁项集；
         1. 与Apriori算法思路类似，首先从单元素集合开始，然后在此基础上逐步构建更大的集合；
         2. 从FP树中获得条件模式基；
         3. 利用条件模式集，构建一个条件FP树；
         4. 迭代重复上面两个步骤，直到树包含一个元素项为止；
      3. 何为条件模式基（conditional pattern base）？
         1. 对于每一个频繁元素项，它的条件模式基是指以该元素为结尾的路径集合；
      4. 前缀路径：即介于所查找元素项跟树根节点之间的所有内容；
         1. 如何查找一个频繁项的所有前缀路径？
            1. 对树进行穷举式搜索；
            2. 构建FP树时，我们遍历了一次所有项集，构建了包含所有单个元素的头指针表，头指针表包含相同类型元素链表的其实指针；