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# Abstract

# Introduction

## Problem statement

This project of ‘smart receipt management and Extraction’ aim to enhance the efficiency of company accounting process, which “plays a significant role in the effective management process” (Alabdullah, 2019). A big part of this accounting process consists of the logging of varied expenses and for numerous raisons has been a manual process. Such a repetitive has always require a significant amount of time and energy. Therefore, this project has for purpose to develop a solution to the problematic: How to facilitate the receipt logging process?

## Background

Has said while elaborating the process statement, the purpose of this project is to facilitate the logging of receipt. This problematic come from the different impacts of this manual receipt logging task, has said before it requires humans’ action to log the different receipt one by one using a lot of time and energy, automating this process could considerably assist the users in this task, leading to a digitalization of this task and logging. Some solution already exists in the market such has “Recipator AI” (AI, no date) or “Veryfi” (*Transform Documents into Actionable Data in Seconds using Veryfi OCR API*, no date) but are limited in functionalities not adapted to the Mauritians market, lacking easy to use system. More other, digitalize the process of receipt handling is also providing a more ecologic move by reducing the ecologic impact from this task which produce a high amount of paper waste and business carbon footprint. In summary, this project aims to tackle the specific task of handling and managing receipt through a user-friendly system using the latest state-of-the-art technologies.

## Aims

This project of “Smart Receipt Management and Extraction” system is designed to streamline and simplify the repetitive and time consuming of handling, organizing and informatize receipt, whether physical or digital. Therefore, the primary purpose of this project is to serve a comprehensive receipt extraction and management system, offering the user a set of feature leading to a user friendly user-interface.

## Objectives

Literature Review

Gather the similar project and research paper to retrieve the possible technoilogies that can used with their advantage and disadvantages to use appropriate state-of-the-art technologies for the different elements of the system.

Receipt extraction model

Develop an receipt extraction model which will be use to efficiantly extract the data out of the receipt, offering to the user the wanted receipt extraction automation to facilitate the receipt logging.

Receipt dataset

Gather the biggest receipt dataset in order to have the most precise and efficiant model to extract as efficiently possibly the user’s receipts, this dataset will be use for the training and testing process of this receipt prediction model.

Mobile Application

Devellop a Mobile application has front-enfd of the project, it will be use by the users has a gateway for the system which will be partially in a server.

Local Server

Develop a local server which will be used to host the extraction model and the database. It will contain all the “heavy” process need by the system.

System Test

Create tests for the system and his different component such as the mobile application, the server, the communication between then and the different feature which will be provided to the user.

# Literature review

## Receipt Extractor

### Paper 1 - Utilize OCR text to extract receipt data and classify receipts with common Machine Learning algorithms.

This paper from Joel Odd and Emil Theologou is a study to “investigated if it was feasible to use machine learning tools on OCR extracted text data to classify receipts and extract specific data points.”(Odd and Theologou, 2018). This process firstly extracts the receipt data through different OCR, then classify through a model into different category. They have test different technology for the OCR extraction and the model prediction, all list in *Table 1*

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Technologies** | **Pros** | **Cons** |
| **Optical Character Recognition (OCR)** | Azure Computer Vision API | * Good accuracy in text recognition. | * The security is uncontrollable due to third party dependance. * May require significant data preprocessing. |
| Google Cloud Vision API | * Good performance and time response. | * The security is uncontrollable due to third party dependance. * Managing variations in receipt formats can be complex |
| Tesseract OCR | * Deployable locally * Not dependent of third party. * Strong community | * Varying receipt formats may affect accuracy. * Accuracy depend on image quality. * Slow process for large amount of data. |
| **Machine Learning Models** | Linear Support Vector Classification (LinearSVC) | * 94% accuracy achieved. * Efficient with large text dataset | * Not has efficient for non-linear data relationship. * Require optimal parameters tuning, otherwise reduction in performance. |
| Multilayer Perceptron Classifier (MLPClassifier) | * Can capture complex relationship (non-linear). * Flexibility with a large number of parameters. | * May be computationally intensive as the model become complex. * Risk of overfitting if the parameters are not well set. |
| Naive Bayes Classifier | * Easy implementation to handle large dataset. * May be use has baseline for classification problem. | * Can make naïve assumption which will lead to a reduction in accuracy for complex data. * Training dataset balance strongly influence the accuracy. |

Table 1 - Advantage and Limitation of technology used in "Utilize OCR text to extract receipt data and classify receipts with common Machine Learning algorithms" written by Odd and Theologou

For the OCR, three principal technologies are tested “Azure Computer Vision API” provided by Microsoft, “Google Drive REST API” provide by Google and “Tesseract OCR”.

The “Azure Computer Vision API” such has “Google Drive REST API” are efficient and powerful OCR tool but are third party dependent and all their processing power are deported in their own servers. This deported strategy allows powerful OCR but therefore create delay using API to upload and download the data and create a dependance to their services and could be costly. On the other hand, “Tesseract OCR” is an open-source OCR which can be deployed locally and therefore have a quicker response time compared to “API” OCR. In the context our project, the user will have the ability to correct any error from the extraction, therefore a quick response time is essential for a nice user experience and is preferable other a slice reduction of extraction accuracy.

After extracted the text from the receipt, the output is categorized through models. Different models were used such has Linear Support Vector Classification, Multi-layer Perceptron classifier and Naive Bayes Classifier all having their advantage and disadvantage has showed in *Table 1*. Their model is based on a text extract before using the model strategy, and therefore is not used for image recognition.

### Paper 2 - Information Extraction from Scanned Invoices using Machine Learning, OCR, and Spatial Feature Mapping Techniques

This second research paper “Information Extraction From Scanned Invoices using Machine Learning, OCR and Spatial Feature Mapping Techniques” (Darsha, 2023) is a project focusing one extracting information from scanned invoice using different technologies for different step. In the context of our receipt extractor project, we will focus on the receipt detection/classification and the text extraction step.

For the Optical Character Recognition, like in the paper 1 in the section *Paper 1 - Utilize OCR text to extract receipt data and classify receipts with common Machine Learning algorithms.*, similar technology were used such as Tesseract OCR and Google Cloud Vision API. Since we have already discussed the advantage and disadvantage of these technology, there is no need to reanalyze them. There it shows that these technologies are the state of the art in their domain and prove their efficiency.

As for the text detection and classification, it uses the YOLO (You Only Look Once) model which is a state-of-the-art object detection provided by Ultralitics in python. Has showed in *Table 2*, the YOLO model is well known for is high speed in the prediction, while having a low background mistake which is an important characteristic for a receipt extraction application where the picture would be taken quickly from a mobile phone. Therefore, it also has is limitation such has the trade of between speed and accuracy which could cause problem in case of too low accuracy, also these processing could be resource intense for training and prediction.

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Technologies** | **Pros** | **Cons** |
| **Object detection model** | YOLO version 5 | * Good accuracy in detecting and classifying multiple objects. * Fast inference time and global speed. * Reduction of background error by processing all picture | * Require extensive computation power for many classes. * Potential trade-off between speed and accuracy. * Less densely pack data may reduce accuracy. |
| **Optical Character Recognition (OCR)** | Tesseract OCR | See *Table 1* | |
| Google Cloud Vision API | See *Table 1* | |
| Convolutional Neural Networks (CNNs) | * Good at extracting hierarcchical feature from images. * Versatile for a wide range of image recognition. | * High computational resources for training. * Risk of overfitting training data. * Need a lot o tuning and optimization for optimal performance. |

Table 2 - Advantage and Limitation of technologies used in "Information Extraction from Scanned Invoices using Machine Learning, OCR and Spatial Feature Mapping Techniques" written by Darsha.

### Paper 3 - Computer Vision for Document Image Analysis and Text Extraction

This third paper “Computer Vision for Document Image Analysis and Text Extraction” (Benchekroun, 2022) is a research paper aiming to improve Optical Character Recognition (OCR) systems, particularly for image processing. It explores multiple technologies such has Convolutional Neural Network (CNN) + Long Short-Term Memory (LSTM) Network for feature extraction from images, Deep CNN + Transformer/seq2seq Network to handle sequential data, Generative Adversarial Networks (GANs) to generate synthetic training data and Morphological Operations for preprocessing training data with different operation.

|  |  |  |  |
| --- | --- | --- | --- |
|  | **Technologies** | **Pros** | **Cons** |
| **Optical Character Recognition (OCR)** | Convolutional Neural Networks (CNN) + Long Short-Term Memory (LSTM) | * Effective for non-handwritten text. * Shows significant accuracy improvement with synthetic data. | * Are computationally intensive and may require large dataset for high accuracy. * Struggle with comp[lex patterns in data |
| Deep CNN + Transformer/seq2seq Network | * Capable of parallel processing, offering faster execution. * Can extract complex features from images. | * Require significan computation resources. * Difficulty to optimize due to his complexity. |
| **Synthetic Data Generation** | Generative Adversarial Networks (GANs) | * Increase training data. * Help model learn feature that may not be present in real-world cenario. | * Generated data might not always represent real-world cenarios. * Can reduce accuracy in case of generated data not accurate to the cenario. |

Table 3- Advantage and Limitation of technologies used in "Computer Vision for Document Image Analysis and Text Extraction" written by Benchekrou.

The advantage and disadvantage of these technologies can be found in *Table 3*. Furthermore, the usage of GANs to create synthetic data is an interesting feature to increase the training dataset and therefor increase the accuracy if an OCR algorithm is developed from scratch such has the different one used in this third research paper. Developing an OCR from scratch without using an already made system such has Tesseract or Google Cloud Vision API could allow a more precise extraction specially for Mauritian receipt, therefore it’ll increase the development time and will be limited by his training data which in out context is limited and therefore would not be recommended compared to powerful pretrained system.

## Mobile Application

### Paper 4 - React Native vs Flutter, cross-platform mobile application frameworks.

This last research paper “React Native vs Flutter, cross-platform mobile application frameworks” (Wu, 2018) focus on comparing two frameworks to develop cross-platform mobile application: React Native and Flutter. These two frameworks being prominent actors in mobile development with their advantage and disadvantage available in *Table 4*. React Native developed by Facebook is using JavaScript and React which are famous programing language but for complex development will require specific programming language per platform. One the other hand, Flutter is developed by google using Dart which is not as widely adopted as JavaScript but use a single code base for both iOS and android, however this single code base create a larger app size compared to React Native app.

In the context of the receipt extractor application, the emphasis of the mobile app will be on the execution speed and stability of the app. Therefore, Flutter has shown in *Table 4* is fast with different feature for development such has the hot reload with the portability from android to iOS without code modification.

|  |  |  |
| --- | --- | --- |
| **Programming Language** | **pros** | **Cons** |
| **React Native** | * Strong Community Support with big tech contribution. * Bring modern web techniques to mobile support. * Use JavaScript syntax extension for designing UI. * Access native hardware feature like camera and storage. * Encourage modularity and reusable of component. | * Have performance limitation compared to native app in complexes scenario using JavaScript thread or memory optimization. * Highly dependable on third-party libraries for navigation and file system operations which may affect consistency and the reliability. |
| **Flutter** | * Hight-Performance using his own rendering engine for view component offering a close performance to native application. * Using Dart Programming language which is efficient for memory management and garbage collection offering fast performance. * Providing customizable widget for development. * Hot-Reload feature for development. * Assuring a consistency across the different platform. | * Produce larger application size due to the different widget renderer that may affect the app size. * Relatively new community compared to react native which may affect the resources available. |

Table 4 - Advantage and limitation of Flutter and React Native from "React Native vs Flutter, cross-platform mobile application frameworks" written by Wu.
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