文档归类-开题报告

# 项目背景

随着互联网时代的蓬勃发展，人们积累了大量数字文本文档，如何有效的组织这些数据并从中进行信息挖掘，成为一个课题。最早的文本分类研究可以追溯到20世纪六十年代[1]，当时还以规则处理为主。近些年，伴随着计算机计算能力的大幅提升，以及统计机器学习和深度学习的快速发展成型，文本分类的方法也一直在变化。

文档归类，也称文本分类，指对文本数据集按照一定的分类体系或标准进行分类的标记。文本分类问题与其它分类问题没有本质上的区别，其方法可以归结为根据待分类数据的某些特征来进行匹配，选择最优的匹配结果，从而完成文档所属的一个或多个分类的标记[2]。

本项目将利用机器学习算法，从文档中抽取特征，完成文档的自动归类工作。将采用Usenet的20新闻组分类数据[3]进行模型的训练和验证。

# 问题描述

20新闻组分类问题是一个有监督分类问题。每篇新闻属于且仅属于一个类别。通过对每篇文档进行特征提取，基于训练集的标注信息，对模型进行训练，并在测试集上验证模型效果，最终得到一个有效的模型可以对输入的文档完成正确分类信息的输出。模型将通过预测的分类结果的准确率来进行评估。

特征提取方面，将尝试TfIDF[4]，词向量[5]以及字符特征等方式来建模。模型方面，将尝试朴素贝叶斯，决策树，SVM以及深度学习等分类模型完成分类工作。

# 输入数据

20新闻组数据可以通过sklearn提供的函数sklearn.datasets.fetch\_20newsgroups直接下载，总共有18846个文档。按照函数提供的训练集、测试集分割方式，即基于某个日期进行数据的划分，训练集有11314个文档，测试集有7532个文档。训练集会进一步按20%的比例分割出验证集。训练集将用于模型的训练。验证集用于模型调参。测试集用于模型最终效果的评估。每个文档独立成为一个文件，类似电子邮件格式，包含头部，正文和尾部三个区块，头部包含发件人、标题等信息，正文是具体内容，尾部为一些署名信息。

在基于词向量的特征提取方案下，考虑到训练集样本规模有限，不足以训练语言模型，将引入text8[6]数据集使用word2vec[7]来训练词向量，该数据集为英文维基百科经过清洗和截断构造而成，每个单词均为小写并空格分隔，一共一行，截断到100MB大小而成。

# 解决方案

## 文本预处理

对于文本的处理主要有几个步骤：

大小写转换，统一转换成小写。

去除标点符号。由于是做文档分类，而标点符号主要是些断句或者情感信息，对于分类没有帮助，因此需要去掉。但是在字符特征的建模下，需要保留符号作为分隔符。

每篇文档的头（header），脚注（footer）以及引用（quote）信息，也需要去除。这些字段对于文档分类的帮助不大，而且容易造成过拟合（可能某些用户只活跃在部分新闻组类别下，导致模型可能会基于用户名而不是文档内容来进行分类），因此需要去除。但是标题需要保留，里面可能有一些用于分类的关键信息。

去除停用词，由于没有语义信息，也需要去除。

低频词，对于出现次数小于一定阈值的词也可以去掉，减少长尾词汇，缩减词表大小。

词干提取（stemming）与词形还原（lemmatization），对于单词的变体进行归一便于统一语义信息来完成分类。

## 特征提取

特征提取方面，会尝试使用TFIDF，词向量，字符等特征来建模。

采用TFIDF来进行特征提取，主要是考虑该方法对于在某篇文章中出现频率高，但是在所有文档中出现次数低的词给予较高的权重，也就是倾向于筛选出文章具有代表性的关键词。

词向量（Word2vec）特征可以压缩语义空间，保留语义信息的同时降低特征维度，可以使模型具备一定的语义理解能力，对于未登录词，使用0初始化特征。

字符特征则进一步简化特征维度，并通过深度模型自动加工提取特征。针对英语字母表，最终选择了70个字符来作为特征表示，包括26个小写字母，10个数字，33个其他字符和一个换行符，采用独热编码进行建模。

## 分类模型

模型方面，由于TFIDF是词袋模型，没有考虑文本顺序信息，因此无法用于CNN等基于位置信息建模的模型，另外，此项目是文章分类，属于长文本，RNN在这种场景下也不适合直接应用。最后，词向量和字符特征把文档表示为2维特征，也无法应用于传统机器学习模型。

综上，最终计划采用如下的方案来实现文档归类：

|  |  |  |
| --- | --- | --- |
| 序号 | 特征提取 | 模型 |
|  | TFIDF | 决策树[8] |
|  | TFIDF | 朴素贝叶斯[9] |
|  | TFIDF | SVM[10] |
|  | 词向量 | CNN (TextCNN[11]) |
|  | 词向量 | CNN+LSTM (C-LSTM [12]) |
|  | 字符 | CNN (Char-CNN [13]) |

其中，决策树，朴素贝叶斯和SVM模型将使用sklearn中的实现，深度模型将使用keras+Tensorflow来完成。

# 基准模型

采用早期的论文[14]中的指标，其中提到的PrTFIDF模型在测试集的准确率为90.3%。论文中使用了标题和正文文本，并随机分割33%的数据作为测试集，其余数据作为训练集进行训练，由于没有引入验证集调参，论文中的模型可能有过拟合的风险。

# 评价指标

最终，模型将基于准确率指标进行效果分析，即

yi 是第i个样本的真实分类标签，是第i个样本的预测分类标签，如果真实分类与预测相同，则I=1，否则I=0

# 项目设计

整体问题解决流程定义如下：

1. 数据获取。将通过sklearn提供的函数来完成数据的下载。
2. 数据分析。查看全部数据在各个分类分布的均匀程度，每篇文档的词数，以及词频统计。如果分类分布不均匀，则需要考虑进行数据增强或者平衡，避免影响模型准确率指标。
3. 数据预处理。把数据分成训练集和测试集。并准备大小写转换，停用词去除，标点去除等函数，用于后续模型构建过程按需使用。
4. 数据特征提取。包括词袋模型（BoW）的特征提取，词向量模型构建，字符特征构建。为后续模型训练做准备。
5. 模型训练与调优。在训练集上使用不同的模型进行训练并优化参数。根据前文所述，模型将采用决策树，朴素贝叶斯，SVM，CNN和LSTM，与特征抽取进行组合，总计有6种模型结果。在测试集上验证模型效果，绘制学习曲线和混淆矩阵评估模型性能。对于非深度模型，使用GridSearch搜索最优参数，对于深度模型，只能通过调整超参数，引入dropout，来优化模型效果。最终选出最优模型
6. 结果分析。针对最优模型的表现进行分析，判断该模型是否可有效解决文档分类的问题。
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