1. MSE and RMSE are relatively the same when determining performance of models. However, it is more appropriate to use RMSE due to being having the same units as the response variable. RMSE and MSE are great for when attempting to penalize large errors. This is due to the nature of squaring the difference of the observed and predicted. Both MSE and RMSE are great in penalizing large differences. A metric such as MAE would not be as penalizing from outliers compared to RMSE/MSE.
2. A : As one adds more features to the dataset, this can result in overfitting which is not ideal for any model. As such, it is important to increase the dataset size so that the model has more information to determine the importance of each feature.
3. C: Insufficient training data size. Like problem 2, if the training loss is decreasing but the validation loss is constant or even increasing, that is a sign of overfitting. In cases where overfitting exists, it is best to increase the training data size for more information.
4. a) True, Perceptron is a linear classifier. Separates data with a hyperplane.

b) True, Perceptron will never converge on non-linearly separable data.

1. a) True, Logistic Regression is a linear classifier.

b) False, Logistic Regression does not always have a unique solution.

1. E: Both stochastic and batch gradient descent will eventually converge to the global optimum.
2. y = (7/6)\*x + e. To minimize e, use least squares function applying sum of residual squared: ![](data:image/png;base64,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). To find minima, take the derivative with respect to Beta and set it equal to 0. Differentiating gives ![](data:image/png;base64,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). Isolating B gives ![Diagram, schematic

   Description automatically generated](data:image/png;base64,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).
3. Posted to GitHub. Coding Perceptron and Logistic Regression assignment is also found in same Github Link in the “code\_masters” folder: <https://github.com/DanielKim512/Intro2DL.git>
4. No, it is not a good idea to initialize parameters with zeros. It is important to produce different weights for the model to learn differently. Initializing as zero would just produce same results repeatedly with no updates.
5. When y = 1, it will give us the cost function of the 1 class which is -log(f(x)). If y=1 and f(x) = 1, the loss is 0, meaning that the prediction is 100% accurate. This cost function in general would not necessarily work in actual implementations because f(x) cannot be 0 as when y = 1 because log(0) is undefined (or y= 0 and f(x) = 1). Therefore in practice, it is ideal to offset to prevent f(x) from hitting 0.
6. First example: (0,-1,1) ; Second example: (-1.4,-0.7,-1) ; Third example: None, because the boundary is not linear. Perceptron is a linear classifier.
7. dE/da = (ca\*exp(-cx))/(1+exp(-ecax))^2 ; dE/db = (cb\*exp(-cy))/(1+exp(-cby))^2 ; dE/dc = ((ax+by)exp(-cax-cby))/(1+exp(-cax-cby))^2 ; dE/dd = (zexp(-dz))/(1+exp(-dz))^2