![](data:image/png;base64,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)

**Honours Project - MHW225671**

**Final Report**

**2020-2021**

**Department of Computing**

**Submitted for the Degree of BSc Computing**

**Project Title: Object Detection for Content Moderation**

**Name: Daniel Russell**

**Programme: BSc Computing**

**Matriculation Number: S1707149**

**Project Supervisor: Richard Holden**

**Second Marker: Robert Law**

**Word Count: 9407**(***excluding contents pages, figures, tables, references and Appendices***)

**“Except where explicitly stated, all work in this report, including the appendices, is my own original work and has not been submitted elsewhere in fulfilment of the requirement of this or any other award”**

**Signed by Student: Daniel Russell Date: 24/01/2021**

Contents

[Abstract 5](#_Toc69474933)

[1.0 Introduction 6](#_Toc69474934)

[1.1 Project Background 6](#_Toc69474935)

[1.2 Project Methodology and Objectives 9](#_Toc69474936)

[1.2.1 Project Outline 9](#_Toc69474937)

[1.2.3 Project Objectives 9](#_Toc69474938)

[1.2.4 Research Question 10](#_Toc69474939)

[1.3 Outline of Contents 11](#_Toc69474940)

[2.0 Literature and Technology Review 12](#_Toc69474941)

[2.1 Investigate development technologies that can be used for machine learning. 12](#_Toc69474942)

[2.1.1 RoboFlow 12](#_Toc69474943)

[2.1.2 Google Colab 12](#_Toc69474944)

[2.1.3 TensorFlow 12](#_Toc69474945)

[2.1.4 Object Detection API 13](#_Toc69474946)

[2.2 Sourced Pistol Dataset from RoboFlow 13](#_Toc69474947)

[2.2.1 Associated Handgun Alarm Detector Journal 13](#_Toc69474948)

[2.3 Investigate object detecting neural networks. 14](#_Toc69474949)

[2.3.1 Performance Metrics 14](#_Toc69474950)

[2.3.2 Region Proposal Network (RPN) 15](#_Toc69474951)

[2.3.3 Faster RCNN 15](#_Toc69474952)

[2.3.5 EfficientDet 17](#_Toc69474953)

[2.3.6 ResNet 18](#_Toc69474954)

[2.3.7 RetinaNet 19](#_Toc69474955)

[2.4 Conclusion 22](#_Toc69474956)

[3.0 Execution 23](#_Toc69474957)

[3.1 Research Type 23](#_Toc69474958)

[3.2 Problem Analysis 23](#_Toc69474959)

[3.3 Development Methodology 23](#_Toc69474960)

[3.3.1 Development Phases 24](#_Toc69474961)

[3.3.2 Gantt Chart 24](#_Toc69474962)

[3.4 Project Requirements (Phase 1.) 25](#_Toc69474963)

[3.4.1 Functional Requirements 25](#_Toc69474964)

[3.5 Project Design (Phase 2) 26](#_Toc69474965)

[3.5.1 Custom Gun Dataset 26](#_Toc69474966)

[3.5.2 Gun Dataset Collage 27](#_Toc69474967)

[3.5.3 Inference Testing Test Plan 27](#_Toc69474968)

[3.5.4 Evaluation Table 28](#_Toc69474969)

[3.6 Project Implementation (Phase 3) 29](#_Toc69474970)

[3.7 Project Testing (Phase 4) 33](#_Toc69474971)

[3.7.2 Issues During Testing Phase 34](#_Toc69474972)

[4.0 Evaluation and Discussion 35](#_Toc69474973)

[4.1 Model Analysis Evaluation 35](#_Toc69474974)

[4.1.2 Conclusion 35](#_Toc69474975)

[4.2 Inference Testing Evaluation 36](#_Toc69474976)

[4.2.2 Conclusion 36](#_Toc69474977)

[5.0 Conclusion and Further Work 37](#_Toc69474978)

[5.1 Project Resume 37](#_Toc69474979)

[5.2 Conclusion 37](#_Toc69474980)

[5.2.2 Limitations 38](#_Toc69474981)

[5.2.3 Future work 38](#_Toc69474982)

[6.0 References 39](#_Toc69474983)

[7.0 Appendices 41](#_Toc69474984)

[Full GitHub Code Listing Source: 41](#_Toc69474985)

[Pistol Dataset Source from RoboFlow: 41](#_Toc69474986)

[Raw Handgun Dataset Source from DaSCI: 41](#_Toc69474987)

[Embedded Testplan, Gantt Chart: 41](#_Toc69474988)

[Code 1- Object Detection API Setup & Test Code Section 29](#_Toc69467066)

[Code 2- RoboFlow Pistol Dataset Download Code Section 29](#_Toc69467067)

[Code 3 - Model Zoo Weights Download Code Section 30](#_Toc69467068)

[Code 4 - Model Configuration Properties 31](#_Toc69467069)

[Code 5 - Configuration File Creation Code Section 32](#_Toc69467070)

[Code 6 - TensorFlow API Train Scrip 32](#_Toc69467071)

[Code 7- TensorFlow API Exporter Script 32](#_Toc69467072)

[Code 8 - TensorFlow API Evaluation Script 33](#_Toc69467073)

[Code 9 - Inference Code Section 33](#_Toc69467074)

[Figure 1 - Project Gantt Chart 25](#_Toc69467075)

[Figure 2 - Custom Gun Dataset RoboFlow 26](#_Toc69467076)

[Figure 3 - Collage of Custom Gun Test Images 27](#_Toc69467077)

[Figure 4- Blank Inference Test Plan 28](#_Toc69467078)

[Figure 5- Blank Evaluation Table 28](#_Toc69467079)

[Figure 6 – Raw EfficientDet Evaluation Log 45](#_Toc69467080)

[Figure 7- Raw Faster R-CNN Evaluation Log 46](#_Toc69467081)

[*Image 1* – Region Proposal Network sourced from (Ananth, 2019) 15](#_Toc69467082)

[Image 2 – Faster R-CNN Diagram sourced from (Ananth, 2019) 16](#_Toc69467083)

[Image 3 – Efficient Det Architecture Diagram sourced from (Tan, et al., 2020) 17](#_Toc69467084)

[Image 4 – ResNet Diagram sourced from (Feng, 2017) 19](#_Toc69467085)

[Image 5 – RetinaNet Architecture Diagram sourced from (Tsang, 2019) 20](#_Toc69467086)

[Image 6 – Feature Pyramid Network sourced from (Lin, et al., 2016) 20](#_Toc69467087)

[Table 1 - Table 3 of Detection Results From (Ren, et al., 2016) 16](#_Toc69467088)

[Table 2- Table 5 of Timing Results from Table (Ren, et al., 2016) 17](#_Toc69467089)

[Table 3 – Table 1 of EffcientDet Scaling Configs sourced from (Tan, et al., 2020) 18](#_Toc69467090)

[Table 4 – Table 2 of EfficientDet Performance sourced from (Tan, et al., 2020) 18](#_Toc69467091)

[Table 5 – Table 2 of Object Detection Results sourced from (Lin, et al., 2018) 21](#_Toc69467092)

[Table 6 – Table 1of Abolition Experiments sourced from (Tsang, 2019) 21](#_Toc69467093)

[Table 7- Inference Test Table Faster R-CNN 42](#_Toc69467094)

[Table 8 – Inference Test Table EfficientDet 43](#_Toc69467095)

[Table 9 – Inference Test Table RetinaNet 44](#_Toc69467096)

[Table 12- Evaluation Table 46](#_Toc69467097)

# Abstract

With the ever-increasing demand and userbase on online social media, online forums, online trading and content creation sites the need for big and small companies to automate the process of content moderation greatly increase as the workload becomes too great for just human moderators to handle. This project asks the question “which the most efficient object detecting model that can be used for the use case of content moderation?”.

In order to answer this research question, a literature and technology review was conducted to research a possible dataset for use in training alongside research conducted on a selection of object detecting neural networks which were Faster R-CNN, EfficientDet and RetinaNet. Following this, a develop and test approach was adopted following the waterfall methodology to create a notebook application written in Python and executed on Google Collab to train, test and evaluate the three object detecting architectures using TensorFlow to determine which one of the three is the most efficient.

After encountering severe issues with Google Collab during testing and training, all test results and data gathered from the execution section was evaluated to conclude that the Faster R-CNN object detecting architecture was the most efficient out of the three chosen for this project by overall average precision, average recall and number of successful detections.

# 1.0 Introduction

This section of the report contains the introductory section outlining the subject matter of content moderation and object detection before delving deeper into the problem to be discussed and solved including an in-depth discussion on the approach considered to solve said problem to answer a defined research question.

This section will discuss content moderation and why it has become a necessary step in maintaining intellectual property rights, security and ensuring user satisfaction across any type of online application before further expanding on the topic of machine learning and deep learning regarding computer vision and object detecting architectures.

By the end of this section there will be a final discussion about the research question that this project is based on followed by the project aims and objectives considered as the approach to answer said research question before ending with a final overview of the remaining content of this report.

## 1.1 Project Background

To compare the start of the digital age after the 90’s era of early social media, content creation sites and online marketplaces there was far less users and online activity back then than compared to this present day. As different types of hardware become more affordable, more devices adapted for cross-platform interaction, more services and apps accepting increasing amounts of data from their users into company servers the need for big and small companies to police their platform greatly increases. With such an immense workload that exponentially increases for human moderators the only logical solution to this problem is to automate the process of content moderation to block and remove illegal or malicious activity.

**YouTube Content ID Copyright Detection Example**

One such example of a company that uses an automated content moderation system is YouTube and their Content ID system developed by Google. As best described by Google’s YouTube help centre “Content ID is YouTube's automated, scalable system that enables copyright owners to identify YouTube videos that include content that they own.” (Youtube, 2020). In other words, it is an automated content moderation system that allows a copyright holder to sign-up and create a digital fingerprint for their copyrighted material that is then routinely used to compare with the millions of newly uploaded content to detect theft of intellectual property that would otherwise be impossible to moderate with humans alone.

There are many other ways to automate the process of content moderation like Youtube’s Content ID system which uses digital fingerprinting but another way that content moderation can be automated is via the use of machine learning and AI.

**Machine Learning**

Machine learning is an increasingly complex field in artificial intelligence and data science, as best summarised by IBM’s definition of machine learning on their Cloud Learn Hub, “Machine learning is a branch of artificial intelligence (AI) focused on building applications that learn from data and improve their accuracy over time without being programmed to do so.” (IBM Cloud Education, 2020).

**Deep Learning**

Deep learning is a subset of machine learning which makes full use of neural networks which are algorithms designed to behave like an artificial brain to allow a program to train and learn in a supervised (With labels), unsupervised (Without labels) or reinforced (via a reward-based system) manner to achieve an end goal or make an estimated prediction when making an inference.

One such an example of a neural network would be a CNN or Convolutional Network which is a neural network designed to work with image data that is commonly used in image classification and computer vision. A CNN is usually characterised by convolutional layers used to filter the data of an inserted image to detect features by generating a feature map before outputting the resulting feature map to a pooling layer to reduce the overall size of the resulting data (Stewart, 2019).

**Facebook AI Driven Hate Speech and Misinformation Detection Example**

Facebook for several years has been using various types of and versions of machine learning technologies to monitor their platform to hide sensitive media, delete and block hate speech and policy violations as well as handling the responses to users who post such content to the public. In reference to a blog post made by the chief technology officer at Facebook. Facebook’s detection and decision making on hate speech went from 81% in 2019 to 95% in 2020 making use of a custom made cross-lingual library named XLM to train language models across multiple languages to detect hate speech alongside various other systems such as SimSearchNet which is a convolutional neural network image matching tool used to detect misinformation from similar looking media and Reinforced Integrity Optimizer(RIO) a reinforcement learning framework used optimize speech classification to detect hateful speech (Schroepfer, 2020).

**Computer Vision**

Computer vision is also a growing field that has taken full advantage of deep learning to produce object detecting methodologies with an increasing degree of accuracy and efficiency, computer vision is best described in a blog post on Adobe’s XD Ideas, “Computer vision is the field of computer science that focuses on creating digital systems that can process, analyse, and make sense of visual data (images or videos) in the same way that humans do.” (Babich, 2020)

**Types of Computer Vision**

When using a combination of computer vision and a deep learning algorithm it usually falls under one of several types of categories such as image classification which is when a whole Image is placed into a known category(label) based on the detection of one or multiple objects or a pattern in the said image.

Image segmentation on the other hand is different to image classification in that instead of categorising the whole image the neural network instead seeks to detect one or multiple objects or a pattern in an image to outline or mask the desired target from the image.

Like image segmentation however object detection is when a whole image is analysed by a neural network to detect one or multiple objects or a pattern to predict their location in the image and categorise each detected object usually in the form of a box border or key points rendered onto the image.

**Airbnb Object Detection and Image Classification Example**

An example of object detection in use would be Airbnb’s experiment in using machine learning to classify images into room categories to improve the experience of their customers. The team of data scientists at Airbnb used TensorFlow to compile and train a selection of models such as a retrained and a modified version of ResNet50 for image classification with some success before using Faster R-CNN to experiment with object detection of furniture to identify room types with both experiments using TensorFlow’s Object Detection API. (Yao, 2018).

**TensorFlow**

Explaining in short for the introduction to be expanded upon further in the literature review. The TensorFlow Framework is a free and open-sourced machine learning framework developed for C++ and Python by Google intended to be used to make the process of implementing, training and running inference of neural networks easier.

Moving on from the Airbnb example stated above, this project will also make use of TensorFlow and its associated object detection API to implement and train a set of objects detecting networks such as Faster-RCNN, EfficientDet and Retinanet.

**Faster-RCNN**

Faster-RCNN is a popular object detecting architecture proposed in 2015 by Ross Girshick, Shaoqing Ren, Kaiming He and Jian Sun that makes use of three separate neural networks to detect objects. The first is a convolutional layer that extracts features from an image before passing the data through a detection proposal layer ending with a final layer to handle box predictions and final adjustments (KHAZRI, 2019).

**EfficientDet**

EfficentDet is a relatively new object detecting architecture proposed in 2020 by Mingxing Tan, Ruoming Pang and Quoc V. Le at Google designed to be efficient and scalable via the use of a new bi-directional feature network and scaling rules. The EfficientDet architecture utilizes three layers to extract multiple levels of features from an image before feeding the data through a prediction and box layer (Yu & Tan, 2020).

**RetinaNet**

RetinaNet is another popular object detecting architecture that is a one-stage detection model proposed in 2017 by Tsung-Yi Lin, Priya Goyal, Ross Girshick and Kaiming He at Facebook AI research to create an accurate one stage detector. The RetinaNet architecture makes use of four layers total first of which are two layers to extract features from an image before passing it through two additional layers for predictions and box adjustments (ArcGis Developers, n.d.).

## 1.2 Project Methodology and Objectives

### 1.2.1 Project Outline

This project aims to find an efficient object detecting neural architecture by first conducting research into a set of object detecting models such as EfficientDet, Faster-RCNN and RetinaNet to consider their structure and performance before moving to primary research to create a custom dataset of blacklisted objects to use before implementing and training the above stated object detecting models using TensorFlow and TensorFlow’s provided object detection API to detect the said blacklisted objects from the dataset to gauge which model is the most efficient to use under the use case of content moderation.

All primary and secondary research conducted in this project contributes to the research question by researching and comparing a selection of object detecting architectures that can be implemented via the use of TensorFlow and the object detection API to implement, train and test the object detecting architectures considered for this project to find the most efficient model structurally in theory and in practical implementation for the purposes of object detection for content moderation.

### 1.2.3 Project Objectives

#### Project Objectives

Overall, the objectives of this capstone project can be listed as follows in this sub-section.

##### Secondary Objectives

***Investigate development technologies that can be used for machine learning.***

Preform research into technologies that be use alongside the Python programming language that could aid in the creation of a suited development environment for the implementation, training and testing of object detecting neural networks.

***Source potential datasets that could be used for primary research.***

Preform a search for any potential datasets that contain illicit content such as weaponry, hateful imagery or violence that could be used for primary research. If no suitable dataset is found, then a new dataset should be created as part of this project’s primary objectives.

***Investigate object detecting neural networks.***

Preform research into the performance and structures of potential object detecting neural networks that should be considered for implementation in this project such as EfficientDet, Faster-RCNN and RetinaNet to compare during primary research.

##### Primary Objectives

***Collate a suitable dataset of images and process with labels.***

In order to begin the practical implementation of the project a significantly sized dataset of images must be sourced or created with properly labelled classes for use in the training and or testing of the chosen object detecting architectures EfficientDet, RetinaNet and Faster-RCNN. The dataset should be compatible with TensorFlow by being in a TFRecord format.

***Develop a test plan.***

With a compete dataset that has been partitioned into training, validation during training and testing post-mortem. A test plan should be written containing the number of objects in the image, expected positive/negative detection along with an actual detection field for each model implemented for later comparison alongside analytics gathered from training and testing.

***Acquire detection model weights.***

Acquire the pre-trained detection model weights of EfficientDet, Faster-RCNN and RetinaNet via TensorFlow’s “Model Zoo” that is connected to the object detection API to process into a new set of objects detecting models trained from scratch using the collated dataset.

***Train models using TensorFlow.***

All setup now complete, the models should now be ready to be trained using TensorFlow and the scripts provided via TensorFlow’s object detection API to systematically train each model using the same batch-size, number of classes, and number of steps before training ends. Data at this stage such as learning rate, elapsed time and loss will be recorded for future reference when making final comparison.

***Test trained models***

Upon all models completing training each model will be systematically made to run inference of each image present in the test dataset to gauge the number of true and false detections, confidence and elapsed times for final comparison.

***Evaluate results to reach conclusion.***

With all models trained and tested, all data collated from both training and testing such as elapsed times, true/false detections, number of detections, confidence, loss and learning rate from each object detecting model will be compared to conclude the most efficient model for object detection in this project.

### 1.2.4 Research Question

“What is the most efficient object detecting architecture that can be used to moderate content while requiring minimal training data and maintaining a relatively high degree of success?”

## 1.3 Outline of Contents

The remaining chapters of this report will cover all secondary research conducted in the form of a literature and technology review, in which the literature and technology review shall cover technologies relevant to the project such as Google Colab, RoboFlow and TensorFlow before discussing a pistol dataset sourced from RoboFlow. Furthermore, the literature and technology review will expand upon the chosen object detection models such as Faster R-CNN, EfficientDet and RetinaNet in greater detail before making an initial assessment on which model is the most efficient in theory.

Next would be the execution section of the report which will cover all the primary research conducted on Google Colab implementing the chosen object detection models via TensorFlow’s object detection API and running tests to produce a final set of statistics and test results for evaluation.

By the evaluation section a final evaluation of the results gathered from the detection models will be made alongside a comparison to any results gathered from the literature and technology review to estimate the possibility of error during implementation or testing. At the end of this report in the conclusion section, a conclusion will be reached to which model has performed the most efficiently to answer the above defined research question.

# 2.0 Literature and Technology Review

The literature review involves conducting research into technologies, papers, journals and articles that can demonstrate relevant concepts and ideas from similar projects on the subject matter of machine learning and object detection required to complete the project.

This literature review will build upon the abridged descriptions previously left off in the project introduction of the TensorFlow Framework and the three object-detecting neural networks considered for use in this project such as Faster-RCNN, EfficientDet and RetinaNet in greater depth and detail.

## 2.1 Investigate development technologies that can be used for machine learning.

The purpose of this sub-section of the literature review is to conduct research into technologies that can be used alongside the Python programming language for the implementation, training and testing of object detecting neural networks such as the TensorFlow Framework and its associated object detection API.

### 2.1.1 RoboFlow

RoboFlow is a free to use start-up cloud service designed to make dataset management for computer vision easier by providing all the necessary tools to collate, bounding box label, split, pre-process and publish a created dataset with ease. RoboFlow provides a sizeable public library of models and published datasets specialised for computer vision that can be forked and exported or programmatically downloaded in several formats including JSON COCO, XML Pascal or a TensorFlow TFRecord (Bhattacharyya, 2020).

### 2.1.2 Google Colab

Google Collaboratory or Google Colab is a free to use hosted notebook service developed by Google that can be accessed via a browser to host and share notebooks that allow for the writing and execution of Python code alongside various other commands in the form of magic tags that can allow the notebook to execute command line commands, bash, extensions, etc. The machine resources available from Google Colab however such as memory, CPU, GPU and TPU are not guaranteed as they tend to fluctuate with use across many users and each session created is limited by time constraints to prevent unnecessary extended use of server resources. (Google, n.d.)

### 2.1.3 TensorFlow

Continuing from the introduction TensorFlow is a free to use and open-source machine learning framework that offers an impressive array of APIs for use in machine learning such as the previously mentioned object detection API while also having deep learning libraries such as Kera and Touch integrated into the framework itself. TensorFlow is also quick to compile alongside built-in support for multi-dimensional arrays such as Tensors and support for several CPUs, GPUs and TPU devices. (Messenger, 2018)

### 2.1.4 Object Detection API

The object detection API provided by TensorFlow provides compatibility to the two versions of TensorFlow (TF1 and TF2) alongside additional built-in scripts for a quick setup of the TensorFlow environment and scripts for commencing the training of models, debugging tools as well as additional scripts for detection box rendering, model evaluation and exporting (Rathod & Huang, 2020).

Another advantage to using the object detection API is its “Model Zoo” which is a library of pre-trained object detecting models trained on several public datasets alongside pre-made configuration files for each model to allow users to train from scratch using the pre-defined architecture of each configuration (Sethi, 2020).

## 2.2 Sourced Pistol Dataset from RoboFlow

In the search for a dataset that would be suitable for this project, a pistol dataset was found published on RoboFlow by a user sourcing the public pistol dataset from the University of Granada (RoboFlow, 2020). The Dataset in question on RoboFlow is in the public domain and is titled “Pistols Dataset” containing 1 annotation class “Pistol” alongside a total of 2986 images with 3448 labels (RoboFlow, 2020).

The RoboFlow pistol dataset references a research group from the University of Granada discussing a selection of studies and public datasets around the topic of weapons detection for security and video surveillance. The datasets of this research group have been made available as open datasets available at DaSCI as known as The Audalusian Research Institute in Data Science and Computational Intelligence (Triguero, et al., n.d.).

From the DaSCI source it provides a description about the handgun detection dataset stating the dataset contains 3000 images of handguns from various angles and backgrounds including from images of video surveillance (DaSCI, 2020). It is also stated at the end of the dataset description that this dataset has been designed from a related journal using deep learning to create a handgun detection alarm able to detect handguns from a video feed. (DaSCI, 2020)

### 2.2.1 Associated Handgun Alarm Detector Journal

The Journal article referenced above from DaSCI is from a journal named Neurocomputing which in volume 275, on pages 66-72 is the referenced journal article “automatic handgun detection alarm in videos using deep learning” (DaSCI, 2020).

An overview of details from this journal article shows this handgun detection project made use of a combination of neural networks such as Faster-RCNN and another architecture named VGG16 which were evaluated on by using both the sliding window and region proposal detection approaches (Olmos, et al., 2017). Faster-RCNN showed the most promising results as it provided no false positive detection, 100% recall and shown it could detect a handgun and trigger an alarm in a time interval smaller than 0.2s in 27 out of 30 scenes total due to being more efficient when accessing data with an 85.21% precision (Olmos, et al., 2017).

The handgun detection project also went through many iterations of the same dataset to test the training of the two classification models Faster-RCNN and VGG16 effectively (Olmos, et al., 2017). The training started with 9100 images in one dataset which only contained 3990 images of pistols before being later narrowed down in their fifth database of 3000 high quality images in total of only images of pistols with 2 label classes to gauge the classification performance of each model. (Olmos, et al., 2017)

## 2.3 Investigate object detecting neural networks.

Resuming from the introduction a furthermore in-depth explanation and examination of the three object-detecting architectures Faster-RCNN, EfficientDet and RetinaNet will be provided alongside a final in literature review comparison and initial hypothesis deciding which model in theory should be the most efficient in the use case of content moderation.

### 2.3.1 Performance Metrics

Before delving into object detecting architectures a few key measurement metrics commonly used to demonstrate a model’s performance must be defined.

Intersection over Union (IoU) is a measurement commonly used in model evaluation to gauge the similarity of the generated bounding boxes compared to the labelled bounding boxes in the test dataset ranging between the values 0 and 1 (Aidouni, 2019).

Recall refers to the sensitivity of an object detecting model and the probability of the object detection model having a correct/false detection (Aidouni, 2019).

Precision refers to the probability of a generated bounding box from running inference matching the same coordinates of the bounding boxes defined in the dataset, usually ranging between the values of 0 and 1 (Aidouni, 2019).

Average Recall (AR) summarises the distribution of recall values across IoU thresholds (Aidouni, 2019).

Average Precision (AP) is a performance measurement used to summarize the precision-recall curve in a single numerical value by averaging precision across every recall value on the curve (Aidouni, 2019).

Mean Average Precision (mAP or interchangeably written as AP), the main evaluation metric used to gauge a detection model’s overall accuracy by first calculating the AP for each class before averaging every AP over each class used by the detector (Aidouni, 2019).

### 2.3.2 Region Proposal Network (RPN)

Before touching on Faster-RCNN a quick rundown of what a Region Proposal Network is should be given seeing as the Faster-RCNN architecture makes use of this network for region proposals (Ananth, 2019).

The Region Proposal Network (RPN) is a small convolution neural network with two output layers for box coefficients and classification scoring as laid out in *Image 1* (Ananth, 2019).

The RPN is designed to make region proposals by being trained to generate every possible bounding box possible from a feature map which is generated by the RPN’s backbone (MADALI, 2020). Upon making bounding box predictions each bounding box is then given an IoU (Intersection over union) value from the classifier to indicate the ground truth or the possibility of that bound box containing an object before making final calculations of regression coefficients to adjust the coordinates of each bounding box. (MADALI, 2020)

|  |
| --- |
|  |
| *Image 1* – Region Proposal Network sourced from (Ananth, 2019) |

### 2.3.3 Faster RCNN

Continuing from when Faster-RCNN was first introduced in the introduction, Faster-RCNN is a popular object detecting architecture proposed in 2015 by Ross Girshick, Shaoqing Ren, Kaiming He and Jian Sun (Ren, et al., 2016).

Faster R-CNN is one of the latest additions to the R-CNN style of networks which are a collection of object detection algorithms characterised by being computationally efficient and quick at running inference during testing. The R-CNN style of networks usually make use of a region proposal algorithm such as a selective search algorithm but in the case of Faster R-CNN it instead makes use of the previously mentioned RPN for region proposals which greatly decreases proposal times from 2 seconds to 10 milliseconds (Ananth, 2019).

According to the paper that proposes the Faster R-CNN network, the paper describes the Faster R-CNN network as a network composed of two components. First being the newly added RPN network to make region proposals that is then fed into the modified Fast R-CNN detector to tell the detector were to look for possible objects (Ren, et al., 2016) which is best exemplified by *Image 2* (Ananth, 2019)*.*

|  |
| --- |
|  |
| Image 2 – Faster R-CNN Diagram sourced from (Ananth, 2019) |

Interestingly from testing shown from the paper proposing the Faster R-CNN detection network, the Faster R-CNN network was shown using the new combination of an RPN and VGG backbone for the region proposal algorithm allowing for features to be shared and unshared between the Fast R-CNN network (Ren, et al., 2016) The first performed unshared RPN and VGG perform similarly to selective search with an average precision of 68.5% but greatly improved in accuracy when sharing between the region proposal network was enabled as visible in *Table 1*(Ren, et al., 2016)**.**

|  |
| --- |
|  |

**Table 1 - Table 3 of Detection Results From** (Ren, et al., 2016)

This test demonstrates the newly proposed inclusion of an RPN network for Faster R-CNN greatly increases accuracy of the Faster R-CNN network over its previous implementations such as Fast R-CNN and R-CNN.

Not only does the inclusion of the RPN improve the overall accuracy of predictions from the Faster R-CNN, but it has also improved region proposal times and thus the overall timing of the Faster R-CNN detector which is exemplified with table 5 from the paper as seen in *Table 2*(Ren, et al., 2016).

From the total milliseconds in this table shows the use of an RPN by far decreases the timing of the Faster R-CNN model from 1830ms (1.83 seconds with Selective Search) to 59ms (0.059 seconds with a Region Proposal Network) when using ZF as the RPN’s backbone(Ren, et al., 2016).

|  |
| --- |
|  |

**Table 2- Table 5 of Timing Results from Table** (Ren, et al., 2016)

### 2.3.5 EfficientDet

Resuming the description from the introduction, EfficentDet is a relatively new object detecting architecture proposed in 2020 by Mingxing Tan, Ruoming Pang and Quoc V. Le at Google (Tan, et al., 2020).

According to the very same paper that published the EfficientDet architecture, the EfficientDet model is a one-stage detector that makes use of a combination of a pre-trained ImageNet and a convolutional network named EfficientNet as the backbone (Tan, et al., 2020). As evident from *Image 3* (Tan, et al., 2020)EfficientDet makes use of two other components which is a BiFPN used as the feature network that accepts inputs from levels p3 to p7 from the backbone to generate features that are then fused with each adjacent level across the feature network (Tan, et al., 2020). The features that have been fused are then passed to a classifier and box network to associate a class and a predicted bounding box around the objects. (Tan, et al., 2020).

|  |
| --- |
|  |
| Image 3 – Efficient Det Architecture Diagram sourced from (Tan, et al., 2020)  The EfficientDet paper further describes a set of equations defining the strict rules for the scalability of the EfficientDet network before numbering the upscaled versions of EfficientDet fromD0 to D7 with each upscaled version incrementing in input size, EfficientNet backbone size, number of channels and layers as seen in *Table 3* (Tan, et al., 2020)*.*   |  | | --- | |  |   Table 3 – Table 1 of EffcientDet Scaling Configs sourced from (Tan, et al., 2020)  The EfficientDet paper then proceeds to conduct testing for each consecutive upscaled version to measure their accuracy and latency when running inference while making comparisons to similar object detecting models as best demonstrated by *Table 4* (Tan, et al., 2020).   |  | | --- | |  | |
| Table 4 – Table 2 of EfficientDet Performance sourced from (Tan, et al., 2020)  From the referenced table above from the paper proposing the EfficientDet architecture it is evident the most accurate upscaled version is D7x which is like D7 but has a larger EfficientNet backbone achieving an average precision of 54% at a latency of 285ms (0.285 seconds) on a TitanV GPU and 153ms (0.153 seconds) on a V100 GPU (Tan, et al., 2020). However, the worst preforming version is D0 with an average precision of 34% but with the trade-off of 12ms on the TitanV GPU and 10ms on the V100 GPU (Tan, et al., 2020). |

### 2.3.6 ResNet

Before going in depth into RetinaNet, a quick overview of what ResNet is should be given.

ResNet or otherwise known as a Residual Network is a single layer network commonly used as the backbone for a vast array of computer vision models (Feng, 2017). ResNet is mainly composed of a chain of convolutional layers that make use of what is called an “Identity Shortcut Connection” as shown in *Image 4* (Feng, 2017)that allows convolutional layers to be skipped avoiding the vanishing gradient problem by allowing data pass through an alternative route to flow (Feng, 2017).

|  |
| --- |
|  |
| **Image 4 – ResNet Diagram sourced from** (Feng, 2017) |

### 2.3.7 RetinaNet

Continuing from the introduction, RetinaNet is another popular object detecting architecture that is a one-stage detection model proposed in 2017 by Tsung-Yi Lin, Priya Goyal, Ross Girshick and Kaiming He at Facebook AI research(Lin, et al., 2018).

In addition to ResNet, RetinaNet makes use of a Feature Pyramid Network (FPN) in its architecture which is exemplified in *Image 6* (Lin, et al., 2016) which creates rich feature maps by combining lower resolution features with higher resolution features to increase the overall accuracy of the model (ArcGis Developers, n.d.).

The RetinaNet architecture makes use of four layers in total as visible in *image 5* (Tsang, 2019). Firstly, the RetinaNet architecture uses a ResNet as its backbone to produce feature maps at each ascending level of the ResNet backbone passing the data into the Feature Pyramid Network. The FPN then merges each generated feature map before passing data to the classification and box networks to provide a label to any detection and adjust the coordinates of any bounding boxes (ArcGis Developers, n.d.).

|  |
| --- |
|  |
| Image 5 – RetinaNet Architecture Diagram sourced from (Tsang, 2019) |

|  |
| --- |
|  |

|  |
| --- |
| Image 6 – Feature Pyramid Network sourced from (Lin, et al., 2016) |

From the paper proposing the RetinaNet architecture, several tests have been conducted comparing the average precision of the proposed RetinaNet against similar models shown in *Table 5*(Lin, et al., 2018)*.* BothRetinaNet versions shown appear to outperform all two stage detectors and other one stage detectors with an average precision of 42.7% when using a ResNet backbone and an average precision of 44.2% when using a ResNeXt backbone(Lin, et al., 2018).

|  |
| --- |
|  |

**Table 5 – Table 2 of Object Detection Results sourced from** (Lin, et al., 2018)

Furthermore, from *Table 6 (e)*(Lin, et al., 2018)as seen in the paper proposing RetinaNet. The RetinaNet structure performs exorbitantly slowly if compared to the previously mentioned object detection models such as EfficientDet and Faster R-CNN. However, the results from *Table 6 (e)*(Lin, et al., 2018)does show the mean average precision remains high at an image scale of 400 however the mean average improves immensely at an image scale of 800 with a big inference speed drawback of 153ms (0.153s) at a backbone depth of 50 and 198ms (0.198s) at a backbone depth of 101(Lin, et al., 2018).

|  |
| --- |
|  |

**Table 6 – Table 1of Abolition Experiments sourced from** (Lin, et al., 2018)

### 2.4 Conclusion

After completing all secondary research objectives from the literature and technology review a few conclusions can be made before moving on to primary research.

As the implementation of all primary research this project will be taking place on online cloud services, it can be concluded the use of RoboFlow and Google Colab will serve perfectly for this project.

Even though the handgun dataset found on RoboFlow was uploaded by a third party referencing the work done by the research group at University of Granada studying weapons detection for security and video surveillance it is still a good idea to consider this pistol dataset as it has a plentiful supply of 2973 training and or testing images (RoboFlow, 2020).

After conducting research on the three object detecting architectures considered for this project an initial comparison can be made to propose which one of the three models appears to be the most efficient from the results discussed from their respective proposal papers.

Overall, it can be estimated that the EfficientDet model is the fastest when comparing EfficientDet D0’s shortest execution time in *Table 4* (Tan, et al., 2020) of 10ms against RetinaNet50’s 64ms in *Table 6*(e)(Lin, et al., 2018) and Faster R-CNN using a ZF backbone 59ms in *Table 1*(Ren, et al., 2016).

However, Faster R-CNN appears to be the most accurate with the highest mean average precision of 78.8% in *Table 1*(Ren, et al., 2016) against EfficientDet’s D7x 54.4% in *Table 2* (Tan, et al., 2020) and RetinaNet’s 44.2% in *Table 5*(Lin, et al., 2018)*.*

Faster R-CNN may be the most efficient architecture as it has the largest mean average precision with the trade-off being that it is the second-best architecture in the terms of execution times.

# 3.0 Execution

This section will cover and discuss all the primary research conducted during this project’s lifecycle to satisfy the proposed research question. The research and development methods of this section will be defined and explained in full.

## 3.1 Research Type

This project is a capstone style project meaning all the primary research is based around a “develop and test” methodology that involves developing a final prototype that can be evaluated and tested against strict criteria with the intent of answering a hypothesis.

## 3.2 Problem Analysis

The main aim of this project is to source and create datasets for training and testing purposes before moving on to create a Python development environment that can facilitate the implementation of TensorFlow, TensorFlow’s Object Detection API and the training, evaluation, exporting and testing of the three object detecting architectures (Faster R-CNN, EfficientDet and RetinaNet) to answer this project’s research question.

Post development of this project’s prototype, all the raw analytical data gathered from the training and testing processes will be processed into information in the form of tables so that conclusions can be drawn from primary research alongside the conclusions made at the end of the literature and technologies review to confirm which one of the three object detecting architectures is the most efficient.

## 3.3 Development Methodology

This section will describe the style of development lifecycle followed by this project alongside an in-depth description of all the stages of development taken during the primary research of this project.

Due to the simple nature of this project only requiring a few deliverables and a linear set of primary objectives, all stages of this project’s prototype implementation can be safely broken down into four steps to conform to a waterfall style of development.

The waterfall development methodology is a linear methodology that composes of several distinct phases of development (Reddy, 2019). Each phase of development is executed in a sequential manner requiring the work of the previous phase of development to complete before the next phase of development can begin (Reddy, 2019).

The waterfall development methodology is not a perfect development methodology and has a few undesirable drawbacks when compared to less linear and more adapting styles of development methodologies like Agile, DevOps and Scrum due to the fact that a waterfall style project cannot make snap changes to a project requirements without impacting the overall execution of the project as a whole all while also being more likely to encounter delays as each phase of development becomes too dependent on the previous development phases to carry out any results (Reddy, 2019).

### 3.3.1 Development Phases

With each primary objective broken down to conform to a waterfall style of development, each phase of development can be summed up as the following.

#### Phase 1. Requirements

The requirements stage of involves the translation of this project’s primary objectives into system requirements for the design and implementation of this project’s prototype to follow.

#### Phase 2. Design

The Design stage involves the overall design of this project by drafting a set of testing and evaluation tables for use during the testing stage of development alongside making and labelling a custom gun dataset for use in inference testing of the trained object detecting models.

#### Phase 3. Implementation

The implementation stage involves the overall development of the Python notebook on Google Collab by first implementing the TensorFlow environment, downloading the sourced handgun dataset for training and download the associated model weights from TensorFlow’s Model Zoo before implementing how these models will be trained, evaluated and tested.

#### Phase 4. Testing

The testing stage of development involves gathering raw statistical data during the training process of the implemented object detecting models alongside recording data generated via TensorFlow’s evaluation script after a successful train to derive more data that can be used during evaluation.

The testing stage consists of all the inference testing for each model made to run inference on the custom-made gun dataset created during the design stage to gauge how successful are the trained models in practice by recording all inference results onto the test plan derived from the design stage for later evaluation.

### 3.3.2 Gantt Chart

In order to track and schedule the overall work required for the project, the use of a Gantt Chart has been employed to keep track of each development phase while following the waterfall method of development as seen in *Figure 1*.

|  |
| --- |
|  |

Figure 1 - Project Gantt Chart

## 3.4 Project Requirements (Phase 1.)

As described in the development methodology section, this phase of development will translate all primary objectives defined from the introduction section into functional requirements.

### 3.4.1 Functional Requirements

To summarise the primary objectives from the introduction section, they can be listed as the following.

* Collate a suitable dataset of images and process with labels.
* Develop a test plan.
* Acquire detection model weights.
* Train models using TensorFlow.
* Test trained models

After some reflection on the primary objectives, the functional requirements of this project’s prototype and be translated by determining what mandatory features that must be implemented to meet these primary objectives to answer the research question.

* Implementation must pull the Handgun dataset sourced from the University of Granada found on RoboFlow.
* Implementation must pull model weights of Faster R-CNN, EfficientDet and RetinaNet from TensorFlow’s Model Zoo.
* Implementation must configure pulled model weights for training and evaluation.
* Implementation must be able to train a new set of objects detecting model via TensorFlow using the weights acquired from TensorFlow’s Model Zoo.
* Implementation must be able to conduct inference testing with the newly trained set of objects detecting models via TensorFlow.
* Implementation must be able to evaluate the newly trained models for additional data.

## 3.5 Project Design (Phase 2)

As described in the development methodology section, this phase of development will draft a custom gun dataset for inference testing of the trained object detection models followed by drafting a set of inference testing test plans, an evaluation table for post execution evaluation.

### 3.5.1 Custom Gun Dataset

Making use of RoboFlow and Google, twenty-one images have been acquired with a mixture of gun and toy gun examples, a full numbered collage of which can be seen in *Figure 3*. This small custom testing dataset as visible in *Figure 2* makes use of one annotation class and the train, test split is entirely dedicated to testing object detecting models once they have been successfully trained.

|  |
| --- |
|  |

Figure 2 - Custom Gun Dataset RoboFlow

The purpose of creating such a dataset composed of a mixture of toy and real guns of varying types and sizes is to test the ability of these object detecting models when handling unfamiliar data to see if the models can differentiate between different types of real guns and toy guns characterized by bright colours and orange tips.

### 3.5.2 Gun Dataset Collage

As can be seen in *Figure 3,* a selection of toy guns, handguns, historical firearms and other more modern firearms have been collated together in a dataset of 21 images.

|  |
| --- |
|  |

Figure 3 - Collage of Custom Gun Test Images

### 3.5.3 Inference Testing Test Plan

Making use of Google Sheets an inference test plan and evaluation table has been drafted for use with each trained object detection model as visible in *Figure 4,5*.

The inference test plan in *Figure 4* will be used during inference testing on the custom gun dataset as displayed in *Figure 3* to record the total elapsed time per inference made, number of detections made vs the actual number of object and confidence of each detection.

|  |
| --- |
|  |

Figure 4- Blank Inference Test Plan

### 3.5.4 Evaluation Table

The evaluation table as visible in *Figure 5* is used to record statistics displayed post running evaluation script from the object detection API after each model has been successfully trained.

The evaluation table will be used to record the total lose and elapsed time during training and the performance metrics mean average precision and average recall will be gathered from an evaluation script available in TensorFlow’s Object Detection API.

|  |
| --- |
|  |

Figure 5- Blank Evaluation Table

## 3.6 Project Implementation (Phase 3)

As described in the methodology section, the implementation stage will cover all the relevant implementation to this report in relation to the set-up of the TensorFlow environment, downloading the before mention handgun dataset from RoboFlow, downloading the pre-trained weights from TensorFlow’s Model Zoo before configuring the weights into a new set of models to train from scratch, exporting the model for deployment before finally discussing the inference testing section of code.

Starting with *Code 1*, the TensorFlow environment can be quickly set-up via TensorFlow’s object detection API. The git clone present in *Code 1* clones the TensorFlow’s Model Garden repository before changing directory to where the object detection API is kept. By using Google’s protoc or protocol buffer already installed on Google Colab, all scripts required for the object detection API are compiled from proto’s to Python scripts that are ready for use.

After compiling the proto’s into Python scripts from *Code 1*, “setup.py” can then be invoked to quickly update TensorFlow and download all the necessary libraries required for object detection. Once the setup is complete “model\_builder\_tf2\_test.py” can be invoked to verify that the installed TensorFlow environment can implement and test object detecting model.

|  |
| --- |
|  |

Code 1- Object Detection API Setup & Test Code Section

Moving on to the next relevant section of code during the implementation phase, *Code 2* makes use of the curl command to pull and export the handgun dataset from RoboFlow in the form of a zipped TFRecord which is the format needed for TensorFlow’s object detection API scripts along with an associated label map that will also be stored in the Annotations folder.

|  |
| --- |
|  |

Code 2- RoboFlow Pistol Dataset Download Code Section

With the handgun dataset acquired and ready for training, the model weights for each object detection model (Faster R-CNN, EfficientDet and RetinaNet) are downloaded from TensorFlow’s Model Zoo via the wget command as seen in *Code 3*. The contents of each model weights are then stored into a temporary folder named “Pre-trainedModels” for later extraction.

Due to machine resource limitations on Google Colab, the lightest versions of EfficentDet (D0), Faster R-CNN (Resnet 50) and RetinaNet (Resnet 50) have been chosen for training and testing.

EfficientDet D0 is the lightest variant of EfficientDet as it has the smallest image scale and backbone of all other upscaled variable of EfficentDet as seen in *Table 3* referenced in the literature review.

Faster R-CNN Resnet 50 and RetinaNet Resnet 50 are the smallest of the versions available on TensorFlow’s Model Zoo due to these two architectures making use of a Resnet with a depth of 50 convolutional layer as their backbone.

|  |
| --- |
|  |

Code 3 - Model Zoo Weights Download Code Section

*Code 4* is where the properties for training and evaluation are defined in the form of “NumOfSteps” which is the number of steps total for an executed training operation, “NumOfEvalStep” is the number of steps for a model evaluation, “BatchSize” is the number of images fed into the model during each training step and “NumofClasses” is the number of annotation classes for which the model is being trained from the previously downloaded handgun label map to detect which would be one class.

Due to restrictions of machine resources on Google Colab, the highest batch size achievable on Google Colab is 5 and the highest number of step achievable on Google Colab is 2000 due to Google Colab being strict on how long a program can execute on Google Colab’s servers.

|  |
| --- |
|  |

Code 4 - Model Configuration Properties

In order to configure each pre-trained model weight to train from scratch using a new dataset (the handgun dataset acquired from RoboFlow) the detection model’s configuration file must be modified to allow for these changes.

By using “config.read” as seen in *Code 5,* the configuration file content can be copied for modification via “re.sub” as seen in *Code 5* which substitutes the desired training properties, TFRecords and Label map into the new config file. Lastly the “Fine tune checkpoint” in *Code 5* is set to the last checkpoint present in each of the folder of each pre-trained model weight to act as a starting point for the new object detecting model.

|  |
| --- |
|  |

Code 5 - Configuration File Creation Code Section

To begin training, TensorFlow’s Object Detection API script “model\_main\_tf2.py” must be invoked with the following properties as seen in *Code 6.* The pipeline path refers to the configuration file associated to the model being trained alongside the new directory the model is to be trained to. The use of “t.time” is to calculate the total elapsed time during training the associated model.

|  |
| --- |
|  |

Code 6 - TensorFlow API Train Scrip

In *Code 7*, this section takes the latest checkpoint and config of the newly trained model to export the latest checkpoint as its own separate model to be saved in folder “Exported-Models”.

|  |
| --- |
|  |

Code 7- TensorFlow API Exporter Script

## 3.7 Project Testing (Phase 4)

As described in the methodology section, the testing stage composes of inference testing and the use of TensorFlow’s evaluation script post training to derive additional data to gauge the overall performance of each trained model. Testing will make use of the tables defined in *Figure 4,5* to record key data required for evaluation.

During the training phase of testing, the evaluation table defined in *Figure 5* will be used to record the total elapsed time from when training starts to when training ends for each object detecting model. The evaluation table *Figure 5* will then be filled by data retrieved by running evaluation on each successfully trained model by using the code snippet in *Code 6*.

In order to run evaluation on a recently trained model the very same training script “model\_main\_tf2.py” must be invoked with only the model’s configuration file, model directory and directory of the latest checkpoint from training.

|  |
| --- |
|  |

Code 8 - TensorFlow API Evaluation Script

When conducting inference testing *Code 9* will be executed individually for each exported model*.* The code in *Code 9* will load images from the custom gun dataset into an array before individually converting each image into a tensor to feed into the object detecting modelto run inference. As each inference is made the total time elapsed between each inference is recorded for each image into the test plan shown in Figure *4*.

Once predictions have been made, bounding boxes will be rendered onto a copy of the image with a class label and confidence threshold which will also be recorded in the test plan.

|  |
| --- |
|  |

Code 9 - Inference Code Section

### 3.7.2 Issues During Testing Phase

Issues identified during testing were identified during model evaluation and during inference testing. The errors identified during testing have a high potential of disrupting final testing and have lowered the overall quality of testing and evaluation results.

#### 3.7.2.1 Bad Training Due to a Lack of Machine Resources

Due to the nature of Google Colab machine resources are very limited and the model configuration properties set in *Code 4* are insufficient to train the three selected models (Faster R-CNN, EfficientDet, RetinaNet) effectively.

Attempts to resolve this were made by raising and lowering the batch size but that would only lead to training operations crashing from the lack of memory or still not enough batch size to train the models sufficiently. Further attempt to resolve this issue included increasing the number of steps during training but that only cause Google Colab to time out due to time constraints per session made.

#### 3.7.2.2 Unable to Evaluate RetinaNet

When attempting to execute TensorFlow’s evaluation script on RetinaNet it would endlessly loop not completing the evaluation even though RetinaNet’s configuration file is configured to stop the evaluation after 500 steps. Attempts were made to indirectly access the evaluation logs by downloading them from Google Colab and via TensorBoard but it was not possible to see the specific performance data needed for evaluation such as mAP, AR, etc.

# 4.0 Evaluation and Discussion

This section will discuss and evaluate the deliverables of this project from the literature review, implementation of the prototype and final testing to see if the research question of this project has been answered.

The research question defined in the introduction was: “What is the most efficient object detecting architecture that can be used to moderate content while requiring minimal training data and maintaining a relatively high degree of success?”

To answer such a research question, a set of metrics that must be considered for an object detection architecture to be concluded as the most efficient.

* Precision of the object detecting model.
* Speed of the object detecting model.
* Recall of the object detecting model.

As identified during the testing stage of execution, there were two severe errors during final testing that have greatly impacted the results of this project. Nevertheless, the impacted results still do show some promise as the search for the most efficient model can still be concluded from these results.

## 4.1 Model Analysis Evaluation

Once the three object detecting models (Faster R-CNN, EfficentDet and RetinaNet) have been trained, model evaluation was conducted via the use of TensorFlow’s evaluation script which would output an array of performance metrics about that detection model as exemplified with the raw output in *Figure 6 and Figure 7.*

As visible from the filled evaluation table *Table 12* from final testing, RetinaNet has the largest total loss of 18.87 and a total train time of 1593s but as mentioned as an issue during the testing of RetinaNet it was not possible to evaluate RetinaNet via the evaluation script or via TensorFlow’s TensorBoard extension.

Faster R-CNN from *Table 12* has the second largest total loss at 0.64 and a total train time of 1605s but the object detection model has an average recall (AR@100) of 0.38 per one hundred detections and a mean average precision (mAP) of 0.35%.

Lastly from *Table 12* EfficientDet can be seen boasting the smallest total loss of 0.4 and a total train time of 967s but the EfficientDet model has an average recall (AR@100) of 0.33 per one hundred detections with a mean average precision (mAP) of 0.31%.

### 4.1.2 Conclusion

From the statistics gathered after each object detecting model being trained it still can be concluded that the highest performing model out of the three is the Faster R-CNN model due to the model having the greatest mean average precision of 0.35% and the greatest average recall values when compared to EfficientDet.

## 4.2 Inference Testing Evaluation

During final inference testing, it has become apparent the results have been impacted by the errors identified during testing as there is a far smaller number of detections made by the detection model than initially desired.

As evident in *Table 7,* the Faster R-CNN model has a total inference time of 119s with 21 successful detections and 1 negative detection on image 9 in *Table 7*. The highest confidence percentage made by Faster R-CNN was 97% and the average percentage of each confidence reading was 80.45%.

As evident in *Table 8,* EfficientDet has a total inference time of 146s with 6 successful detections and 1 negative detection on image 11 in *Table 8.* The highest confidence percentage made by EfficientDet was 79% and the average percentage of each confidence reading was 75.57%.

As evident in *Table 9,* RetinaNet has a total inference time of 110s with only 2 successful detections the highest confidence percentage being 86% and the average percentage of each confidence reading was 80.5%.

### 4.2.2 Conclusion

From analysis of the three object detecting models during inference testing it can be concluded that Faster R-CNN performed the best as the Faster R-CNN model has the greatest number of detections of 21 with the highest percentage of confidence at 97% even though the average confidence is similar to RetinaNet with 80.45%.

# 5.0 Conclusion and Further Work

This section will review the conclusions made during evaluation section and the end conclusion of the literature review section to come to a definitive answer to this project’s research question.

This section will first provide a project resume summarizing the problem to be solved by this project before moving to discuss this project’s conclusion along with any limitations that have impacted the overall conclusion and future work that can be conducted for this project.

## 5.1 Project Resume

With the ever-increasing demand and userbase on online social media, online forums, online trading and content creation sites the need for big and small companies to automate the process of content moderation greatly increase as the workload becomes too great for just human moderators to handle.

The research question for this project is as follow: “What is the most efficient object detecting architecture that can be used to moderate content while requiring minimal training data and maintaining a relatively high degree of success?”

In order to answer this research question, a literature review was conducted to investigate technologies that can be used to develop, train and test a selection of object detecting architectures from the literature review which were Faster R-CNN, EfficientDet and RetinaNet. Before moving on to develop a custom dataset and a notebook application making use of TensorFlow and Google Colab to train and test the previously mentioned object detection models.

After encountering severe issues during testing, all test result and data gathered was evaluated to conclude that the Faster R-CNN object detecting architecture was the most efficient out of the three chosen for this project.

## 5.2 Conclusion

After conducting research on the three object-detecting architectures (Faster R-CNN, EfficientDet and RetinaNet) via the literature review followed by the results yielded from the final prototype implemented during the execution stage, the research question can finally be definitively answered.

Overall, the project’s research question has successfully been answered by producing a prototype notebook that can be executed on cloud services such as Google Colab albeit not in the manner as initially desired from the start of this project’s execution.

The conclusion made in the literature review on section 2.8 of this report shows the Faster R-CNN architecture outperforming EfficientDet and RetinaNet by having the greatest mean average precision of 78% from *Table 1* and the second faster inference time of 59ms also from *Table 1.*

In the inference testing evaluation on section 4.2, it was concluded the Faster R-CNN model performed the best during inference testing due to the object detecting model having the greatest number of successful detections and the highest percentage of confidence at 97% at an average confidence of 80.45%.

In the model evaluations made on section 4.1 it was concluded the Faster R-CNN model had the best metrics by having the greatest mean average precision of 0.35% and the greatest average recall (AR@100) of 0.38 per one hundred detections.

With all factors from the project’s execution considered it can be concluded that the Faster R-CNN architecture is the most efficient object detecting architecture for use in content moderation.

### 5.2.2 Limitations

Even though the research question has been satisfied by the conclusions drawn from the literature review and evaluation sections, there are still a few limitations that have made the execution stage of this project a great deal more difficult than it should have been.

Due to Google Colab’s restrictions on machine resources made available on Google Colab (memory, CPU, GPU and TPU’s) served as a first come, first serve basis with a limited time for use it spontaneously reduces the overall quality of code execution and thus making the overall quality of training and testing of the object detection models less reliable on Google Colab. Additional machine resource would also mean being able to use scaled up versions of the same object detecting architectures which have a greater mean average precision as demonstrated in the architecture investigation throughout section 2.3 of the literature review.

### 5.2.3 Future work

Even though the errors encountered during final inference testing and model evaluation in the execution stage have greatly hampered the development of a high-quality set of test results, the literature review and prototype still prove that the Faster R-CNN model is the most efficient object detection model out of the three chosen to answer this project’s research question.

The prototype will benefit greatly from being run on a more reliable cloud service and or a locally owned device with the necessary GPU and memory to execute the Python notebook with a better set of training properties than what is displayed in *Code 4.* If the batch size and number of steps were increased without Google Colab’s memory and time restrictions the models will most certainly have trained and inference tested more effectively.
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# 7.0 Appendices

## Full GitHub Code Listing Source:

github.com/DeRuss404/Object-Detection\_Python\_Honours\_4th\_Year

## Pistol Dataset Source from RoboFlow:

public.roboflow.com/object-detection/pistols

## Raw Handgun Dataset Source from DaSCI:

github.com/ari-dasci/OD-WeaponDetection/tree/master/Pistol%20detection

## Embedded Testplan, Gantt Chart:

![](data:image/x-emf;base64,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)![](data:image/x-emf;base64,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)

|  |
| --- |
|  |

Table 7- Inference Test Table Faster R-CNN
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Table 8 – Inference Test Table EfficientDet
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Table 9 – Inference Test Table RetinaNet
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Figure 6 – Raw EfficientDet Evaluation Log
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Figure 7- Raw Faster R-CNN Evaluation Log
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Table 12- Evaluation Table