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The authors begin by describing an existing problem for neural networks: as networks get deeper, they tend to perform more poorly. The authors emphasize that this is not due to overfitting, since the training error gets worse, and also note that this occurs even with the use of batch normalization, so it may not be due to exploding/vanishing gradients either. To solve this problem, the authors propose the idea of residual learning such that the output of layer l is added to the input to layer l before passing the result to layer l + 1. In several tests on existing datasets, the residual network was able to obtain a better result than existing networks by using a larger number of layers.

Question 1 for the paper:

What are some results for residual networks on non-image datasets, and how do those results compare to results for plain networks?

Question 2 for the paper:

Do residual networks still perform better than plain networks when using non-SGD optimizers such as Adam, RMSProp, etc?