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This paper presents the idea of modeling some distribution by using two neural networks: one called a generator which attempts to model the distribution, and one called a discriminator, which attempts to distinguish between examples from the original distribution and ones generated by the generator. The idea is that the two networks are pitted against each other so that both get better over time. The generator starts out generating poor examples which the discriminator can easily tell apart from the original distribution, but the feedback goes back to the generator so that the generator gets better over time.

Question 1 for the paper: How difficult is it to reach convergence on both networks?

Question 2 for the paper: What are some typical applications for GANs other than image generation?