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Please summarize the paper using your own words: (<100 words)

This paper presents a framework for doing medical image segmentation that works independent of labeling of the configuration for the particular scan (such as T1, T2, or Flair for MRI). The authors mention that existing techniques include generative methods to convert an image to another mode, but they propose a new technique that uses a classifier to predict a probability distribution for the modality of an unknown image. This probability distribution is then used to compute the segmentation for the MRI. The authors demonstrate that their technique performs reasonably well on existing data and is comparable to the HeMIS method.

Question 1 for the paper: How do the results from this method compare with generative methods such as CycleGAN?

Question 2 for the paper: Is this method applicable to non-medical images such as photographs taken with different camera configurations?