**Лабораторная 2**

**Кодирование информации**

Цель: изучение способов эффективного кодирования информации.

**Задание**

1. Дан дискретный источник информации (*А,Р*(*А*)), |*A*|=*m*. Значения вероятностей появления символов источника генерируются случайным образом. Разработать программу кодирования двоичным кодом и декодирования информации с использованием:

а) равномерного кода;

б) алгоритма Шеннона-Фано;

в) алгоритма Хаффмана (алгоритм Хаффмана – это необязательное бонусное задание для желающих повысить шансы на освобождение от экзамена)

Также программа должна рассчитывать

* энтропию источника: ![](data:image/x-wmf;base64,183GmgAAAAAAAAAQ4AQBCQAAAADwSgEACQAAA/YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AQAEBIAAAAmBg8AGgD/////AAAQAAAAwP///73////ADwAAnQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLg/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASANKHZHZAkWd2nBNmDAQAAAAtAQAACAAAADIKUAMXDwEAAABpeQgAAAAyCh8BYAcBAAAAbXkIAAAAMgqZBBUHAQAAAGl5CAAAADIKUAP4CQEAAABpeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIA0odkdkCRZ3acE2YMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuACNA4BAAAAcHkIAAAAMgrgAhUJAQAAAHB5CAAAADIK4AKMAgEAAABBeQgAAAAyCuACRwABAAAASHkcAAAA+wLg/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AvPASANKHZHZAkWd2nBNmDAQAAAAtAQAABAAAAPABAQAIAAAAMgpQAwkNAQAAADJ5CAAAADIKmQT9BwEAAAAxeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgC88BIA0odkdkCRZ3acE2YMBAAAAC0BAQAEAAAA8AEAAAkAAAAyCuACrgoDAAAAbG9nZQgAAAAyCuAClgMBAAAAKW8IAAAAMgrgAsgBAQAAAChvHAAAAPsCgP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZMEQq26NQpALzwEgDSh2R2QJFndpwTZgwEAAAALQEAAAQAAADwAQEACAAAADIKPQPkBgEAAADlbxwAAAD7AuD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2wBEKJwjVKQC88BIA0odkdkCRZ3acE2YMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCpkEdQcBAAAAPW8cAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdkwRCrfo1CkAvPASANKHZHZAkWd2nBNmDAQAAAAtAQAABAAAAPABAQAIAAAAMgrgAuQFAQAAAC1vCAAAADIK4AKMBAEAAAA9bwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAAycE2YMAAAKADgAigEAAAAAAQAAANTyEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA) (бит)
* среднюю длину кодового слова: ![](data:image/x-wmf;base64,183GmgAAAAAAAMAL4AQACQAAAAAxUQEACQAAAxECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ATACxIAAAAmBg8AGgD/////AAAQAAAAwP///73///+ACwAAnQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wKA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoISCpp49i8AFPESANKHZHZAkWd2GxVmegQAAAAtAQAACAAAADIKPQOuAwEAAADleRwAAAD7AuD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ihIKHzj2LwAU8RIA0odkdkCRZ3YbFWZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCpkEPwQBAAAAPXkcAAAA+wJA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdoISCpt49i8AFPESANKHZHZAkWd2GxVmegQAAAAtAQAABAAAAPABAQAIAAAAMgrgAsMJAQAAANd5CAAAADIK4AJZAgEAAAA9eRwAAAD7AuD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIA0odkdkCRZ3YbFWZ6BAAAAC0BAQAEAAAA8AEAAAgAAAAyCh8BKgQBAAAAbXkIAAAAMgqZBN8DAQAAAGl5CAAAADIKUAPzCgEAAABpeQgAAAAyClADUQgBAAAAaXkcAAAA+wLg/gAAAAAAAJABAQAAzAQCABBUaW1lcyBOZXcgUm9tYW4AFPESANKHZHZAkWd2GxVmegQAAAAtAQAABAAAAPABAQAIAAAAMgpQA68AAgAAAPHwHAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABTxEgDSh2R2QJFndhsVZnoEAAAALQEBAAQAAADwAQAACAAAADIK4AJzCgEAAABs8AgAAAAyCuACbgcBAAAAYfAIAAAAMgrgAt8FAQAAAHDwCAAAADIK4AIrAAEAAABs8BwAAAD7AuD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAU8RIA0odkdkCRZ3YbFWZ6BAAAAC0BAAAEAAAA8AEBAAgAAAAyCpkExwQBAAAAMfAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AFPESANKHZHZAkWd2GxVmegQAAAAtAQEABAAAAPABAAAIAAAAMgrgAuIIAQAAACnwCAAAADIK4ALNBgEAAAAo8AoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAHobFWZ6AAAKADgAigEAAAAAAAAAACzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) (символов)
* коэффициент относительной эффективности: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAIYAQBCQAAAAAQUgEACQAAA5sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYARgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gCAAAGAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAoYEBQAAABMCAAITCBwAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAGMlmAKe+xHZAAAAABAAAAC0BAQAIAAAAMgrsAwEGAgAAAPHwCAAAADIKwAIgAgEAAAD9AAgAAAAyCsACaQEBAAAA7gAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKALjGZgCnvsR2QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqMA4gFAQAAAGzwCAAAADIKbgGdBgEAAABBAAgAAAAyCm4BrAQBAAAASPAIAAAAMgpgAkYAAQAAAEvwHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgA4ymYAp77EdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKbgGBBwEAAAApEwgAAAAyCm4B9QUBAAAAKPAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAPjJZgCnvsR2QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrAAoQCAQAAAC7wCAAAADIKwALfAQEAAAAuABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAcPgud0UTCnMAAAoA+MhmAKe+xHZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCmACSQMBAAAAPQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQDCcQWKAAAACgDLEmbCyxJmwnEFigBQ7hkABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)
* коэффициент избыточности кода: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAJgAQACQAAAADxUwEACQAAA2cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgARgCRIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gCQAAOAQAAAsAAAAmBg8ADABNYXRoVHlwZQAAEAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAowFBQAAABMCAAIaCRwAAAD7AiD/AAAAAAAAkAEBAADMBAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAmMhmAKe+xHZAAAAABAAAAC0BAQAIAAAAMgrzAwgHAgAAAPHwHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgCYx2YAp77EdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKkwOPBgEAAABs8AgAAAAyCm4BpAcBAAAAQXkIAAAAMgpuAbIFAQAAAEh5CAAAADIKYAJGAAEAAABSeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAOMhmAKe+xHZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCm4BiAgBAAAAKQAIAAAAMgpuAfwGAQAAACgACAAAADIKYAJ8AwEAAAAxeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAcPgud7QRCikAAAoA2MdmAKe+xHZAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCmACZgQBAAAALfAIAAAAMgpgApwBAgAAAD09CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ASXEFigAAAAoAiA5mSYgOZklxBYoAUO4ZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)
* избыточность источника сообщений: ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKQAQACQAAAAAxUAEACQAAA4ABAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQARgChIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gCgAA+AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAArgEBQAAABMCAAIfChwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAGMlmAKe+xHZAAAAABAAAAC0BAQAJAAAAMgrsA1IIAwAAAG1heAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKADjIZgCnvsR2QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgqMA7MHAQAAAClhCAAAADIKjAMnBgEAAAAoeQgAAAAyCm4BoAgBAAAAKXkIAAAAMgpuARQHAQAAACh5CAAAADIKYAKpAgEAAAAxeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAeMlmAKe+xHZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCowDzwYBAAAAQXkIAAAAMgqMA94EAQAAAEhhCAAAADIKbgG8BwEAAABBYQgAAAAyCm4BywUBAAAASHkIAAAAMgpgAkYAAQAAAFJ5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABw+C53dBEKGwAACgBYx2YAp77EdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKYAKTAwEAAAAteQgAAAAyCmACnAEBAAAAPWEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAjcQWKAAAACgBoEGYjaBBmI3EFigBQ7hkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)

2. Сравнить полученные результаты для каждого метода и сделать выводы.

**Контрольные вопросы**

1. Что понимают под кодированием информации? Что понимают под кодом?
2. Какие виды кодов вы знаете?
3. Опишите цели и суть равномерного кодирования. Приведите примеры.
4. Опишите основные принципы статистического (эффективного) кодирования. Как оценивается эффективность кодирования?
5. Какие коды называют префиксными? Какими свойствами обладают префиксные коды? Приведите примеры.
6. Как строится код Шеннона-Фано? В чём его преимущества? Недостатки?
7. В каком случае применение алгоритм Шеннона-Фано приводит к коду с минимально возможной средней длиной?
8. Как строится код Хаффмана? В чём его преимущества? Недостатки?