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## Введение

Задача о ранце является широко известной задачей дискретной оптимизации, что обусловлено большим количеством её приложений.

Задача о ранце и её различные вариации находят широкое практическое применение в областях планирования и управления производственными и транспортными системами, прикладной математике, криптографии, и т.д.

Формулируется задача таким образом:

Пусть есть N разных предметов, каждый предмет имеет вес  и полезность , так же имеется максимальный вес , который можно положить в рюкзак. Требуется собрать такой набор предметов , чтобы полезность их была наибольшей, а суммарный вес не превышал .

В данной работе рассматривается задача оптимального распределения инвестиций, что является частным случаем задачи о ранце, а именно ранец с мультивыбором (англ. *Multiple-choice Knapsack Problem*) в приложении к экономике. В этой вариации предметы разделены на группы, и из каждой группы требуется выбрать только один предмет.

Задача является NP – трудной, т.е. на данный момент не существует алгоритмов, способных найти оптимальное решение за полиномиальное время. Отсюда вытекает проблема выбора метода для поиска решения: использовать точный алгоритм, дающий оптимальное решение, но не работающий за приемлемое время для больших объемов входных данных; либо использовать быстрый алгоритм, не гарантирующий нахождения оптимума.

Цель данной работы – провести сравнительный анализ методов решения задачи оптимального распределения инвестиций, выявить диапазоны наборов входных данных, на которых оправданно применение этих методов.

Для достижения поставленной цели необходимо решение следующих задач:

* Описание методов
* Реализация конкретных алгоритмов
* Проведение экспериментов с замерами времени работы и оценкой приближенности решения к оптимуму реализованных алгоритмов на различных наборах данных
* Сравнение и анализ собранных результатов
* Формирование заключения на основе полученных данных

## Формальная постановка задачи

Требуется вложить *T* имеющихся средств в *m* предприятий. Для каждого предприятия предусмотрены n сумм вложений. Прибыль , для каждого предприятия определяется в зависимости от количества вложенных средств , . Необходимо распределить средства так, чтобы прибыль со всех предприятий была максимальной. При этом, в одно предприятие можно вложиться только один раз.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  |  | *…* |  | *…* |  |
|  |  |  | *…* |  | *…* |  |
|  |  |  | *…* |  | *…* |  |
| *…* | *…* | *…* | *…* | *…* | *…* | *…* |
|  |  |  | *…* |  | *…* |  |
| *…* | *…* | *…* | *…* | *…* | *…* | *…* |
|  |  |  | *…* |  | *…* |  |

Здесь – прибыль *j*-го предприятия при вложении в него средств.

Математическая модель задачи:

Определить вектор , где , ∀ , где – количество средств, вложенных в *j*-е предприятие; удовлетворяющий условиям:

и обеспечивающий максимум целевой функции

## Обзор методов решения

# **Алгоритм полного перебора**

Полный перебор – метод решения, относящийся к классу методов поиска путем исчерпывания возможных вариантов. Любая задача из класса NP может быть решена полным перебором, но сложность вычислений зависит от количества всех решений задачи. В данном случае, для каждой группы из предметов (для каждого предприятия) существует n вариантов выбора предмета (вложения определенной суммы в предприятие). Тогда, если всего предприятий , перебор всех возможных вариантов имеет временную сложность *O*(), что позволяет использовать его лишь для небольшого количества предметов. С ростом числа предметов задача становится неразрешимой данным методом за приемлемое время.

# Метод ветвей и границ

Метод ветвей и границ – общий алгоритмический метод нахождения оптимальных решений различных задач оптимизации. Является вариацией метода полного перебора; отличается исключением заведомо неоптимальных ветвей дерева полного перебора на основе оценок верхних и нижних границ ожидаемого решения для каждой ветви.

В начале берется какое-либо допустимое решение, называемое «рекордом», для него считается значение целевой функции. Далее, в процессе построения дерева перебора, для каждого узла считается верхняя оценка возможного решения. Если эта оценка не больше значения целевой функции у «рекорда», то в рассматриваемом подмножестве не содержится решения лучше «рекорда», и оно может быть отброшено. Если значение целевой функции на очередном решении больше рекордного, то происходит смена рекорда. Алгоритм заканчивает свою работу, когда будут просмотрены все возможные подмножества. Метод ветвей и границ в среднем работает быстрее алгоритма полного перебора, но всегда можно подобрать такие входные данные, для которых оценка по времени работы этих алгоритмов будет совпадать.

# Метод динамического программирования

Динамическое программирование – подход, позволяющий решать задачи оптимизации, которые могут быть сформулированы как задачи многошагового оптимального управления некоторой системой. Метод основан на уравнении Беллмана и являет собой сведение сложной оптимизационной задачи к упорядоченной последовательности более простых задач (задач меньшей размерности) и их решения. При этом, на каждом шаге для решения задачи используются результаты решения предыдущих задач.

В общем случае, можно решить задачу, в которой присутствует оптимальная подструктура, проделав следующие шаги:

1. Разбиение задачи на подзадачи меньшего размера.
2. Нахождение оптимального решения подзадач рекурсивно, проделывая такой же трехшаговый алгоритм.
3. Использование полученного решения подзадач для конструирования решения исходной задачи.

Алгоритм является псевдополиномиальным, т.е. это алгоритм, проявляющий экспоненциальный характер только при относительно больших значениях числовых параметров.

# Жадные алгоритмы

Жадный алгоритм – метод решения оптимизационных задач, основанный на том, что процесс принятия решения можно разбить на элементарные шаги, на каждом из которых принимается отдельное решение. Решение, принимаемое на каждом шаге, оптимально только на текущем шаге и принимается без учета предыдущих или последующих решений; т.е. производится локально оптимальный выбор в надежде, что он приведет к оптимальному решению глобальной задачи.

Генетические алгоритмы

Генетический алгоритм – это эвристический алгоритм поиска, применяемый для решения задач оптимизации и моделирования путём случайного подбора, комбинирования и вариации искомых параметров, основываясь на моделировании биологических механизмов эволюции и популяционной генетике, а не на математических свойствах целевой функции. Генетические алгоритмы не гарантируют нахождения оптимального решения за полиномиальное время и не дают оценку близости решения к оптимальному, но обладают хорошими временными показателями, позволяя найти *достаточно хорошее* решение быстрее других известных детерминированных или эвристических методов.

Для нахождения решения при помощи генетического алгоритма, задача формализуется таким образом, чтобы её решение возможно было закодировать в виде вектора генов (генотипа). Некоторым образом, создается множество генотипов начальной популяции. Каждый генотип оценивается функцией приспособленности, в результате чего каждому генотипу ставится в соответствие определённое значение (приспособленность), определяющее насколько хорошо описываемый им фенотип решает поставленную задачу. Из полученного множества решений (поколения) путём применения генетических операторов скрещивания (кроссовера) и мутации строится множество новых решений (потомки). Для них также вычисляется значение функции приспособленности, и затем, производится отбор (селекция) решений в следующее поколение, основываясь на значении приспособленности.

Эти действия повторяются итеративно, моделируя эволюционный процесс, продолжающийся несколько циклов. Критерием остановки алгоритма могут быть: исчерпание числа поколений, исчерпание времени или нахождение субоптимального решения.

В качестве исследуемых алгоритмов, рассмотрим метод динамического программирования, несколько реализаций жадного и несколько вариаций генетических алгоритмов. Для метода динамического программирования можно приближенно оценить, начиная с какого объёма входных данных, он проявляет экспоненциальный характер. Также, этот алгоритм является точным, что позволяет оценить приближенность решений, получаемых в ходе работы генетических алгоритмов.