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**Abstract**

Multifactor dimensionality reduction (MDR) and its various extension have been widely used in human genetics for detecting high-order interaction. In the last decade, under the endeavours of many researchers, MDR makes one of the most active methods in detecting gene-gene interactions. The original MDR is built on a machine-learning kernel, which is extremely flexible and enriched in topological demonstration; but it lacks of clear statistical properties such as p-values, which is often evaluated via permutation or the central-limited theory. In this work, we used linear model to reconstruct the kernel algorithm of the MDR, called LMDR. LMDR provides statistical interpretation of the results, and get p-values straightforwardly. In addition, the previously commonly used statistics, such as accuracy can directly find its statistical interpretation. LMDR is easy to implement, and compatible to most extensions of MDR. The linear model kernel could replace the previous MDR kernel as demonstrated by simulation, and can provide a much easier framework that is compatible to current MDR methods.

**Introduction**

As the marginal effect of a single locus is often small, even large-size genome-wide association studies fail to find the much heritability of complex traits. Detecting high-order gene-gene (GXG) interactions may provide a way for revealing genetic patterns associated to complex traits. Compared with the conventional epistasis methods [1, 2], which are often limited to two-locus models, multifactor dimensionality reduction (MDR) provides a novel way that can detect high-order interactions with relative less computational burden [3]. The original MDR method only handle dichotomous traits, but its *MDR kernel algorithm* is so flexible that it has been extended to many scenarios. For its extended works, the *MDR kernel algorithm* is inherited by all its offspring methods with little modification. Among its many improvements, the major one was proposed by installing MDR a generalized linear model [4], which allows MDR capable of handling both dichotomous and quantitative traits and adjusts for covariates when necessary. Family-based application [5–7], and handling even more complicated population structure [8] are made possible for MDR. Various software have been developed based on MDR kernel algorithm [4, 8–11]. In the last decade, under the endeavours of many researchers, MDR makes one of the most active fields in detecting gene-gene interactions [12].

Nevertheless, as all the MDR methods share the same kernel algorithm (will introduce in detail below), these methods show more or less similar weakness, which includes: 1) Topological interpretation. Topological interpretation itself is great for visualization, but it lacks the succinctness as parametric methods, which often summarize information in a couple of statistics. 2) Test statistics. In general, in MDR methods, accuracy is in general measured by the ration (TP: true positive; TN: true negative; FP: false positive; FN: false negative), and it does not have straightforward p-values. Although permutation and z-score approximation [4, 6] have been used to evaluate p-values for accuracy, they are computational expensive and requires many rounds of resampling to find approximate p-values.

In this study, we will introduce a linear model implementation that can replace the original MDR kernel algorithm and offers a natural way for evaluating p-values without any permutation or resampling. It should be noticed that here the linear model is to replace the MDR kernel algorithm rather than an extension as has been done via the generalized linear model, which adds flexibility in adjusting covariates but does not touch the MDR kernel algorithm. Under the linear model MDR, we will show the statistical properties of the previous used statistics, such as accuracy, and their connection with commonly genetic parameters and p-values. The LMDR offers a natural way for evaluating p-values without any permutation or resampling.

**Methods**

**The original MDR kernel algorithm**

Depending on the scheme of the analysis,samples are split into training and testing sets directly, or partitioned into even subdivisions, which can be used for the leave-one-out cross-validation. Given discrete factors, which can be either genotypes or environmental factors, choosing from discrete factors a total of distinct -dimensional grid can be generated. The purpose of MDR algorithm is to classify the -dimensional grid into high-risk or low-risk classes.
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**In step two**, a multilocus model is formed by pooling high- and low-risk cells into two groups (i.e., high-risk and low-risk).

**In step three**, for the model identified in step two, the classification accuracy for the training set and the testing set is assessed by the averages of the statistic values in the high-risk group and the low-risk group, respectively.

Steps one to three are iterated for all other possible combinations, and the above procedure is repeated for combinations **(Figure 1)**.

The framework above has been used for nearly all MDR methods. In spite of its flexibility for easy extension, the major problem is the evaluation of the *p*-values for the test statistic, and the proportion of variance explain by the detected interaction. For example, one of the popular test statistic is accuracy, (TP: true positive; TN: true negative; FP: false positive; FN: false negative), for which many reported interaction detected by MDR ranges between 0.56~0.62 [14]. However, it is unsure its p-value and the proportion of variance explained. In genetic research, both are important.

So far, *p*-values for test statistics in MDR methods are often evaluated by permutation. It often shuffles subjects’ phenotypes, and rerun the step one to three. In order to reach accurate *p*-value, it takes upon thousands of rounds of permutations. With enhance computational facility, exhaustive searching for -dimenstioanl interaction is made possible[8, 9]. For example, searching two-locus interaction on GWAS data with 1,000,000 loci, it generates up 1012 interactions. In order to reach nominal cut-off for 0.05 at the genome-wide level, 1014 permutations are required for each locus. It quickly drains the computational resource.

**LMDR** kernel algorithm

The LMDR has same procedure but for the step three. In step three, we introduce a coding function . If a -dimension locus genotype is classified as high-risk, , otherwise .

Given the coding scheme, a generalized linear model is implemented on the data

(Equation 1)

in which is the phenotype of the subject, is the -locus genotype. is the link function, depending on the distribution of the phenotype, is identify for continuous traits, and logit for case-control data. The is the intercept of the model, is the regression coefficient, and is the residual. The LMDR is easily integrated into the original MDR framework **(Figure 1)**.

**Scenario I: For quantitative traits**

This regression can be applied to both the training and the testing sets. However, for the training set, as the classification of the genotypes are based on the training set itself, the model will be over-fitted; whereas for the testing test, which is independent to the classification in step 2, can give the unbiased estimate of , which is interpreted as the genetic effect of -dimension interaction. As it is a linear model framework, evaluation of the p-value for the regression coefficient is straightforward.

and . As an interaction model often explains a small proportion of the total variance, , .

The z-score for is

(Equ 2)

in which is the correlation between and the genotypes after classification. After taking the square of the z-score, it becomes and follows , a chi-square test with one degree of freedom.

The proportion of the variance explained by the model can be measure by the coefficient of determinant, . The statistical significance can be evaluated by test with the degrees of freedoms and 1.

For the testing test, it may exist orphan genotypes, the classifications of which are unknown. The proportion of orphan genotypes will increase when searching interaction goes to even higher dimension. Two ways to treat unknown genotypes.

1) Those genotypes can either be discarded or randomly classified into high- or low-risk groups.

2) Discarding those genotypes, the test statistic for the regression coefficient becomes , in which , a shrunk sample size; randomly classifying them into the risk groups is equivalent to adding noise into the model, a natural penalty that increases the difficult for detecting high-order interaction under the finite sample size.

**Simulation results for quantitative traits**As a proof of principle, we set the data into training set, which has 1000 subjects, and test sets, which has 500 subjects. 200 loci, which are in linkage equilibrium, were simulated, and the two-locus interaction model was searched exhaustively. To evaluate the validation of LMDR, we simulated the data from the null distribution, under which the distribution of the *p*-value of the test statistic should follow a uniform distribution. In total it generated 19,900 two-locus interaction models. The experiment-wise p-value for the type I error rate control is .

The searching strategy is as described in the method section. For comparison, the test statistics were evaluated using both the MDR accuracy and the LMDR regression.

Figure Q1: type I error rate for LMDR

It is known that under the null distribution, the p-value follows uniform distribution. Here each p-value was from a z-score test for the regression coefficient for LMDR, which was constructed based on the classification of the high- and low-risk groups. It should distinguish the distributions of p-values from the training set and the test set. In the training set, the distribution of the p-value is skewed to low-tail, which indicates the over-fitting in the training set. It is often the case for the training set due to ascertainment, and explained why the test statistic from the training set along does not make too much sense. In contrast, the distribution of the p-value for the test set is nearly uniform. Under Bonferroni correction, only one model reached significance level of 0.05 (See red points at the right panel in Figure 3). It indicates well controlled type I error rate, which is crucial for the validation of a statistic test. This Figure demonstrated the validation of the LMDR test.

Figure Q2: Proportion of variance explained by multi-locus model

One question remained for MDR is how much variation has been explained by a multi-locus model. Here the from LMDR is used as proxy to measure the contribution of the variance explained. is a useful measure for variance explained, or heritability. It can be seen that a linear relationship between the and accuracy. Training accuracy, which is always greater than 0.5, has between 0 to 0.02, nearly linear between and accuracy. Similarly, the linear relation correlation exists between and the test accuracy. The test accuracy can be less than 0.5, and it shows symmetric distribution.

Of note, because of small sample size for the testing accuracy, variation of is greater than that in the training set.

Figure Q3: Regression coefficient and accuracy

Similarly, the regression coefficient (Eq 1) also shows its corresponding to the accuracy, but not as linear as that between and accuracy. Due to ascertainment, the training accuracy is greater than 0.5 regardless the testing accuracy is greater than 0.5 (blue) or less than 0.5 (red), and its corresponding is greater than 0; whereas the testing accuracy was less or greater than 0.5 by chance.

The simulation above indicated that LMDR captures nearly the same information as did MDR statistics, but LMDR showed clearer statistical properties and much easier for interpretation. **, rather than the regression coefficient, shows linear relationship with accuracy.**

**Statistical power for quantitative traits**

It seems that the p-value depends on sample size and the correlation between the phenotype and classification of the genotypes. , and the non-centrality parameter is . However, we only observe the classified genotypes rather than the real classification. For example, for a two-locus model, if the real high-risk groups are , however, in classification, due to power issues the classified high group may be different, say . It makes the loss of power, a phenomena similar to the linkage disequilibrium between the causal locos and the genotyped marker. So, the NCP=, in which indicates how accurate the high-risk groups has been uncovered by the MDR algorithm.

Assume for a genotypic cell , its has distribution , if , it is high-risk group, and its probability being identified as a high-risk group is , in which is the count of genotype and is the cumulative probability for given the normal distribution with and sd . Similarly, the probability for . So, a large training size will help increase accuracy, and a large frequency also increase classification accuracy.

The probability that high- and low-risk genotypes will be identified correctly is

For a two-locus interaction model, if the high-risk is , and the allele frequency is 0.5 for each locus, , and . Assuming the phenotype has been standardized, , then ; the proportion of high-risk is .

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
| 1000 |  |  |  |  |
| 5000 |  |  |  |  |

It is clear that for the high-risk groups, it is not likely to be misclassified, whereas the low-risk class is liked to be misclassified. is determined by the discovery sample size, and it will be reduced because of low-risk groups, and eventually decrease the power of MDR.

NCP=

**Scenario II For case-control data**

The observed data can be summary into the contingency table below

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| High-risk |  |  |  |
| Low-risk |  |  |  |
|  |  |  |  |

A logistic regression should be used for LMDR.

, in which . The sampling variance depends on the sample size, prevalence of the disease.

Then, the is measured by Nagelkerke’s definition, which is scaled to the maximal Rsq could be for binary data[15].

in which is the likelihood under the alternative model and is under the null model.

Often compared with under the linear model, .

**Simulation study**

The training set has 1000 individuals, and the test set has 500 individuals. The prevalence is 0.5 for both training and testing. 200 loci in linkage equilibrium were simulated. Different from quantitative traits, here the logistic regression is used to estimate the regression coefficient, and is used to quantify the variance explained.

Figure C1: type I error rate for Logistic MDR

In the training set, the distribution of the p-value is skewed to low-tail, which indicates the over-fitting in the training set. It is often the case for the training set due to ascertainment, and explained why the test statistic from the training set along does not make too much sense. In contrast, the distribution of the p-value for the test set is nearly uniform. Under Bonferroni correction, no model reached significance level of 0.05. This Figure demonstrated the validation of the LMDR test.

Figure C2: Proportion of variance explained by multi-locus model

Here the from LMDR is used as proxy to measure the contribution of the variance explained. Training accuracy, which is always greater than 0.5, has between 0 to 0.05, nearly linear with accuracy. Similarly, the linear relation correlation exists between and the test accuracy. The testing accuracy can be less than 0.5, and it shows symmetric distribution.

Figure C3: Regression coefficient and accuracy

Due to ascertainment, the training accuracy is greater than 0.5 regardless the testing accuracy is greater than 0.5 (blue) or less than 0.5 (red), and its corresponding is greater than 0; whereas the testing accuracy was less or greater than 0.5 by chance.

**Statistical power**

Given samples, are cases, and are controls. After classification, follows binomial distribution too, and and genotypes are classified as high-risk and low-risk, respectively. The power can be assessed through fisher’s exact test for the contingent table

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| High-risk |  |  |  |
| Low-risk |  |  |  |
|  |  |  |  |

It is constrained that , and . is only possible to be 1 when .

For details, see <http://en.wikipedia.org/wiki/Fisher%27s_exact_test>

The much closer and , the higher the power will be.

**Impact of linkage disequilibrium**

If the pair of loci is in linkage equilibrium, ; if the pair of loci is in linkage disequilibrium, . LD will lift , and will make the p-value smaller (inflated type I error rate).

The upper bound of

Given the prevalence, , of the disease in the sample, the phenotypic variance is . Assume the number of cases is smaller than that of controls, and

in which is the proportion of high risk genotypes. Assume ,

, when is small.

If the training and the test set have different proportion of cases, the upper bound of will be different between for the training and the testing.

In cross-validation, as
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Figure 1 The algorithm of the MDR and LMDR.

Figure 2 P-value distributions for training accuracy and testing accuracy, respectively

Figure 3 Joint distributions for and accuracy for training and the testing sets, respectively

Figure 4 Joint distributions for LMDR regression coefficient and accuracy for training and testing sets, respectively.