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|  |  |  |  |  |  |  |  |  |  |  |  |
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非常重要：

开卷；14：00-18：00；倘若出现雷同卷，均按0分计成绩

答题纸要在日新平台上提交，文件名为：学号+姓名

**大作业答题纸**

**姓名： 常兴阳 学号： 20080309**

**大作业答题纸**

一、基础应用题

1. 操作系统是管理计算机硬件、协调硬件资源并提供其他软件沟通平台的计算机软件程序

2．进程管理、内存管理、文件系统、网络通信、安全机制、用户界面、驱动程序。

进程管理：操作系统调整多个进程的功能，包括进程间通信、分时调度、死锁侦测等；

内存管理：虚拟内存管理、内存段页结合多级页表、内存换入换出、内存释放回收等；

文件系统：文件存储逻辑、存储方式、物理硬盘管理、错误恢复等；

网络通信：操作主流网络通信协议、网络收发交互等；

安全机制：认证资源访问、等级授权、资源访问日志、防火墙等；

驱动程序：与硬件间或硬件与软件间的操作软件；

用户界面：GUI、图形方式显示的计算机操作用户界面

二、基础应用题

1. 进程是计算机中已执行的程序。程序本身只是指令、数据及其形式的描述，进程是程序的真正运行实例。

进程概念的提出：批处理操作系统只允许一个程序在运行，内存中只有一个程序，无法满足人们需求，推出进程概念，表示应用程序在内存中分配的空间，且相互之间互不干扰，有助于有效管理调度内存中的程序。

进程状态包括 新建态、就绪态、运行态、堵塞态、终止态。

其中不可能的进程转化如表中×标记所示

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 终点\起始 | 新建态 | 就绪态 | 运行态 | 堵塞态 | 终止态 |
| 新建态 |  | × | × | × | × |
| 就绪态 | √ |  | √ | √ | × |
| 运行态 | × | √ |  | × | × |
| 堵塞态 | × | × | √ |  | × |
| 终止态 | × | × | √ | × |  |

2．**相似处**：

拥有独立的堆栈空间；

拥有独立的ID、状态和优先权；

均可竞争资源调度；

**不同处**：

进程拥有独立的数据段，有独立的地址空间和I/O资源，线程间共享数据段并使用相同的地址空间；

线程是独立调度和分派的基本单位，进程是资源分配和程序运行的基本单位，一个进程可以包括多个线程；

进程间数据共享复杂但易于同步，线程间数据共享简单但同步复杂；

进程开销较大，线程开销较小，切换较快；

进程之间独立，安全性较高，线程的问题出现会导致进程出问题；

3．用户级线程的整个过程不需要内核参与，于用户空间中实现，易于控制，但每个用户线程不具有自身的线程上下文，同一进程中只能同时有一个用户级线程在运行；核心级线程调度由内核负责，可在全系统内进行资源竞争，能更好利用多核CPU提高运行效率，一个进程的多个线程可以同时执行。

4.

(a)：不可行，左侧线程执行A()，到B()时，跳转倒B()将104地址压栈，跳转到200地址，运行到Yield()时，线程发生切换，204压入用户栈，CPU保护倒进程1的TCB中，并根据线程2的TCB恢复用户运行状态。右侧程序300地址开始执行，开始执行C()，运行到D()时，将304压栈，程序跳转到400。运行到Yield(),发生线程切换，404压入用户栈， CPU保护进程2到2的TCB中，根据线程1的TCB恢复现场。并继续执行。

(b)： void yield( ){

TCB2.esp = esp; // 当前线程的栈顶指针被存储到TCB

esp = TCP1.esp; //新线程的栈顶指针加载到CPU

}

三、综合应用题

1. 处理时会有进程间相互协作的情况，二者(或多者)之间有共享的数据需要传递同步，这便引出了进程同步的概念，即有序操作同步，保证数据一致性；在多组有相似功能的进程协同操作时，如多个生产者进程和多个消费者进程的情况时，信号量用来表示系统中某种资源的数量，用于资源的互斥访问，进而可唤醒或睡眠调度相应的多个进程；临界区是修改共同变量的对应代码段，特 点是该代码段在同一时间只允许一个进程同时执行，避免了多个进程同时修改信号量导致的差错。总结则是：进程同步是目的，信号量是资源保护的机制，临界区是保证同步数据的区域不会同时被多个进程修改的手段，保护信号量。

2. 上述程序在运行过程中会发生死锁。分析阐述如下：当缓冲区中商品数量为空时，消费者执行时，先进行加锁测试，加锁成功表示其他尝试加锁的程序被堵塞，即此时生产者程序被堵塞于P(&mutex)；再进行P(&full)的测试，查看缓冲区中是否有商品供消费，由于此时商品数量为空，所以消费者会带着锁堵塞在P(&full)处，就会产生死锁的情况；消费者的堵塞状态需要生产者进入临界区增加商品来解除，生产者的堵塞状态需要消费者解除临界区的加锁才能进入临界区，但消费者临界区的锁解除需要在消费者完成消费过程才能被解除，逻辑依赖闭环，这就导致了死锁的产生。

此外，当商品数量不为0时，生产者由于P(&empty)发生的堵塞和进入临界区后引发的消费者由于P(&mutex)发生的堵塞不会引发死锁。

3. **判断方法**：

前提判断：若系统当前可用资源数量向量无法满足任意一资源等待矩阵中行向量的值，或存在进程对资源的需求总量超过系统资源总量，系统会发生死锁。

Ⅰ.寻找一个没有标记的进程，它于资源等待矩阵中的对应的行向量中每一个值都小于系统当前可用资源数量向量，说明该进程请求的资源可以被满足，该进程可以被运行。

Ⅱ.如果能找到这样的进程，将其打上标记，将资源分配矩矩阵的该进程行向量加到系统当前可用资源数量向量中，此行为表示该进程运行完，释放所占有的资源，并被回收至系统可用资源数量。

Ⅲ.如果没有这样的进程，那么算法终止。

Ⅳ.算法终止时若存在没有标记的进程，说明此进程处理顺序不能完成所有进程；若所有的进程处理顺序均不能完成所有进程，则说明该例子会发生死锁。

**死锁判断分析：**结论为该例子会发生死锁。分析如下：按照上文所述判断方法中的前提判断，先判断是否发生“系统当前可用资源数量向量无法满足任意一资源等待矩阵中行向量的值”的情况。系统当前**可用资源2**数量不足以满足**进程2对资源2的需求**，系统当前**可用资源3**数量不足以满足**进程1、3对资源3的需求**，系统当前**可用资源5**数量不足以满足**进程3、4、5对资源5的需求**，综上，系统当前可用资源不足以满足任意一个进程对资源的需求，例子中的所有进程均无法被运行，发生死锁。

四、综合论述题

否定之否定规律是哲学的基本规律之一。 它揭示了事物发展的**前进性与曲折性的统一**，表明了事物的发展不是直线式前进而是**螺旋式上升**的。

内存管理的措施并不是最初便得出段页混合的方式的，从无到现在所使用的段页混合经历了多次的尝试和改进，是典型的理工科中“实践🡪发现问题🡪修改优化🡪实践🡪再发现问题”螺旋的情况。由于先前的批操作操作系统中未涉及多进程的概念和实现，内存的使用和管理简单粗暴，即**固定加载地址**，即唯一运行的程序可以且仅可以加载在在内存中固定的位置才能正常运行，但由于只有这一个程序运行，倒也没什么问题。当人们开始制作可以多进程运行的操作系统时，这个方法就严重不适用，科学家们最初采用的内存管理措施是**固定分区**，这是人们最容易想到的方法。将内存空间平均分为若干相同大小的空间，一个程序要运行就给他分配这样一个空间，但是这样简单的分配方法缺点很明显，一个过大或过小的程序都不适用：过小的程序只使用到了分配内存的极小一部分，大部分分配的都在浪费且不能用于它图；过大的程序无法在完整加载于分配的内存大小空间内，受此影响，**非固定分区**被改进出来：一个程序就在内存空间中就是完整的一大段连续空间，多个程序在内存中就是多个连续的大段空间，由于内存分割不再整齐，为了区分找到各个程序的起始位置，使用了**段表**存储程序和程序的起始地址。人们对同时处理的进程数量要求逐渐增高，内存大小难以满足人这方面的需求，但是硬盘空间比较充裕，**交换**技术应运而生,将不活跃的进程存储于硬盘中，再运行时再从硬盘中加载到内存，变相解决了内存大小不够的问题。

随着使用，内存纯粹分段的劣势展现了出来：按需分配内存大小是方便首次运行应用需要了，但是大大小小程序释放后产生的不连续、大小不一的内存空间难以整理用于下一个程序的使用，很难每次都找到一个完美匹配新程序的内存空间的段，而内存重整型大块内存移动十分影响性能和使用体验，故需要新的策略解决此问题。**分页**就是接替纯粹分段出现的。它将内存整齐地划分成小块，同时将程序也按页大小且成多个固定大小的页面，一个程序分别连续地存放于多个页中，既保证了程序一定程度上的连续，又保证回收得到的内存空间大小可适用于接下来的。页的划分很小，段表也升级成了**页表**进行管理，所有的页都对应的是哪些程序。划分的小带来了内存空间较高的利用率和灵活的存取，同时也带来了大量页表存储读取查询的困难，表中的大多条并不会在运行时被用到，使用多级页表和块表才逐渐解决页表大量资源占用的问题。

当然，分页并不是完美的解决方案，分页或许解决了当时一段时间的处境，但随着软件规模的增大，人们对计算机性能的更高需求，纯分页管理的不足逐渐显露出来：不方便按照逻辑模块实现信息的共享和保护，因为大型应用在内存中被切分得太细碎了，某个应用的数据模块或逻辑模块可能并未能完整加载到内存空间中，且定长的数据模块和会发生内存需求改变的逻辑模块被放置到一起，而完整加载进内存的模块又不一定被当前使用，这大大影响了软件的运行效率，于是“分段”被重新拾起，应用按照作用划分为数据段、逻辑划分为几段加载并按照特性和需求储存到不同的区域，比如定大小不可修改的数据段被放置在一起，会发生大小改变的程序段则排在一起，这便是**逻辑分段**，既然是段式管理**段表**则也是不可或缺的记录方式。

当然这还不是最终方案，分段的缺点在上方已经介绍过一遍了，纯分段方式会带来大块不便的内存需求以及内存碎片的产生，最终，结合段式管理和页式管理的优缺点，**段页式**内存管理成为了内存管理的接班人，程序按照逻辑分为多端，按需加载定长的数据模块和可能变化的逻辑模块，避免了全部载入内存但并非所有都使用的浪费；每一段内为了便于释放后的内存回收进行了分页，集各种方法的优点，尽量避免了管理方法的缺点，经历这么多次的技术迭代，最终得到了使用**段页表**来管理的**段页式**内存管理方案