前面几篇笔记介绍的判别方法主要有：线性回归，![](data:image/x-wmf;base64,183GmgAAAAAAAJ0GNALsCQAAAABUWgEACQAAA6EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAIABhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ21AlmYwQAAAAtAQAADAAAADIKYAFGAAkAAABMb2dpc3RpY3MACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AANQJZmMAAAoAOACKAQAAAAD/////6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)回归和![](data:image/x-wmf;base64,183GmgAAAAAAAP8D7QHsCQAAAADvXAEACQAAA54AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2IRFmqQQAAAAtAQAACQAAADIKYAFAAAMAAABTVk1lCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AACERZqkAAAoAOACKAQAAAAD/////6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，实际上这三种判别都是参数化方法：即判别方法都给出了显示的判别式或者概率分布的具体函数形式，并且这些函数由少量的参数控制，而参数的值可以由数据集确定。而这种方法的一个重要局限性就是选择的概率密度模型可能对于生成数据来说是一个很差的模型，导致预测表现很差。于是，一些非参数化的方法进行概率密度估计就被提出来。主要有：核密度估计和近邻方法。

### 数学思想

假设观测服从![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2/RRmVwQAAAAtAQAACAAAADIKYAFGAAEAAABEeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAD9FGZXAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)维空间的某个未知的概率分布![](data:image/x-wmf;base64,183GmgAAAAAAAJUDNALsCQAAAABcXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2SQlmkgQAAAAtAQAACAAAADIKYAGGAgEAAAApeQgAAAAyCmABNgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2SQlmkgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdIBAQAAAHh5CAAAADIKYAFqAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJJJCWaSAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，我们的目的就是要估计![](data:image/x-wmf;base64,183GmgAAAAAAAJUDNALsCQAAAABcXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2SQlmkgQAAAAtAQAACAAAADIKYAGGAgEAAAApeQgAAAAyCmABNgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2SQlmkgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdIBAQAAAHh5CAAAADIKYAFqAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJJJCWaSAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)的值，考虑一个包含![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2BBVmxgQAAAAtAQAACAAAADIKAAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAEFWbGAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的某个小区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2KxVmYwQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAArFWZjAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，这个区域的概率质量为：

![](data:image/x-wmf;base64,183GmgAAAAAAAPUI/wPsCQAAAAD3VQEACQAAA20BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAMgCBIAAAAmBg8AGgD/////AAAQAAAAwP///8D////gBwAAYAMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdkwVCtbgJGkA/OMYAICTknaAAZZ2ThVmIAQAAAAtAQAACAAAADIKSgLCAgEAAADyeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2LBUKISAlaQD84xgAgJOSdoABlnZOFWYgBAAAAC0BAQAEAAAA8AEAAAgAAAAyCsABkAEBAAAAPXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ThVmIAQAAAAtAQAABAAAAPABAQAIAAAAMgpgA80CAQAAAFJ5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdk4VZiAEAAAALQEBAAQAAADwAQAACAAAADIKwAFzBgIAAABkeAgAAAAyCsABNQUBAAAAeHgIAAAAMgrAAc0DAQAAAHB4CAAAADIKwAFGAAEAAABQeBwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZOFWYgBAAAAC0BAAAEAAAA8AEBAAgAAAAyCsAB6QUBAAAAKXgIAAAAMgrAAZkEAQAAACh4CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AIE4VZiAAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

假设我们收集了服从![](data:image/x-wmf;base64,183GmgAAAAAAAJUDNALsCQAAAABcXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2SQlmkgQAAAAtAQAACAAAADIKYAGGAgEAAAApeQgAAAAyCmABNgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2SQlmkgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdIBAQAAAHh5CAAAADIKYAFqAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAJJJCWaSAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)分布的![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2RBVmXwQAAAAtAQAACAAAADIKYAFMAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABEFWZfAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)次观测，每个数据点落在区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2KxVmYwQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAArFWZjAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)中的概率为![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2NBVm3QQAAAAtAQAACAAAADIKYAFGAAEAAABQeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA0FWbdAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，因此位于区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2KxVmYwQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAArFWZjAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)内部的数据点的总数![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2VxRmmQQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABXFGaZAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)将服从二项分布：

![](data:image/x-wmf;base64,183GmgAAAAAAALIbjATsCQAAAADDQQEACQAAAxwCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQgGRIAAAAmBg8AGgD/////AAAQAAAAwP///7j////gGAAA2AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsoJBQAAABMCAAK4EBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZcFWboBAAAAC0BAQAIAAAAMgq0ASMYAQAAAEt5CAAAADIKtAHcFgEAAABOeQgAAAAyCrQBERIBAAAAS3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2XBVm6AQAAAAtAQIABAAAAPABAQAIAAAAMgpgAkkVAQAAAFB5CAAAADIKYAIGEQEAAABQeQgAAAAyCowDpg4BAAAAS3kIAAAAMgqMAx4MAQAAAE55CAAAADIKjAPwCQEAAABLeQgAAAAyCm4BnAwBAAAATnkIAAAAMgpgAsoGAQAAAFB5CAAAADIKYAIIBQEAAABOeQgAAAAyCmAC+AIBAAAAS3kJAAAAMgpgAkYAAwAAAEJpbmUcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmwVCrYodi8A/OMYAICTknaAAZZ2XBVm6AQAAAAtAQEABAAAAPABAgAIAAAAMgq0AZUXAQAAAC1pHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZdFQrFCHYvAPzjGACAk5J2gAGWdlwVZugEAAAALQECAAQAAADwAQEACAAAADIKYAIpFAEAAAAtaQgAAAAyCowDhg0BAAAALWkIAAAAMgpgApgIAQAAAD1pHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdlwVZugEAAAALQEBAAQAAADwAQIACAAAADIKYAI/FgEAAAApaQgAAAAyCmACSxMBAAAAMWkIAAAAMgpgAusSAQAAAChpCAAAADIKjAPSDwIAAAApIQgAAAAyCowDggsBAAAAKCEIAAAAMgqMA/4KAQAAACEhCAAAADIKbgGqDQEAAAAhIQgAAAAyCmACwAcBAAAAKSEIAAAAMgpgAi4GAQAAACwhCAAAADIKYAJgBAEAAAB8IQgAAAAyCmACYgIBAAAAKCEKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDoXBVm6AAACgA4AIoBAAAAAAIAAADo5RgABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

可知落在区域内部的数据点的平均比例为：

![](data:image/x-wmf;base64,183GmgAAAAAAAAcHRQTsCQAAAAC/XQEACQAAAysBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8gBgAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsABBQAAABMCAAImAxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnYkFWbuBAAAAC0BAQAIAAAAMgpgAjYFAQAAAFB5CAAAADIKjAPsAQEAAABOeQgAAAAyCm4B6QEBAAAAS3kIAAAAMgpgAkYAAQAAAEV5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZEFQryEBZtAPzjGACAk5J2gAGWdiQVZu4EAAAALQECAAQAAADwAQEACAAAADIKYAL+AwEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnYkFWbuBAAAAC0BAQAEAAAA8AECAAgAAAAyCmACOAMBAAAAXXkIAAAAMgpgAjABAQAAAFt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A7iQVZu4AAAoAOACKAQAAAAACAAAA6OUYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

概率分布方差为：

![](data:image/x-wmf;base64,183GmgAAAAAAAK0MRQTsCQAAAAAVVgEACQAAA14BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOACxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///9ACwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAArACBQAAABMCAAIWBAUAAAAUAgACIAYFAAAAEwIAAiILHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdoMVZsgEAAAALQEBAAgAAAAyCowDGggBAAAATnkIAAAAMgpuAdIHAQAAAFB5CAAAADIKbgFGBgEAAABQeQgAAAAyCowD3AIBAAAATnkIAAAAMgpuAdkCAQAAAEt5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdoMVZsgEAAAALQECAAQAAADwAQEACAAAADIKbgGQCgEAAAApeQgAAAAyCm4B7gkBAAAAMXkIAAAAMgpuATwHAQAAACh5CAAAADIKYAIoBAEAAABdeQkAAAAyCmACQAAEAAAAdmFyWxwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2eBUK6mhZbQD84xgAgJOSdoABlnaDFWbIBAAAAC0BAQAEAAAA8AECAAgAAAAyCm4BBAkBAAAALWEIAAAAMgpgAu4EAQAAAD1hCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AyIMVZsgAAAoAOACKAQAAAAACAAAA6OUYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

1）当![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2gxVmVwQAAAAtAQAACAAAADIKYAFMAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACDFWZXAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)很大时，分布![](data:image/x-wmf;base64,183GmgAAAAAAAJUDNALsCQAAAABcXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2WgxmpQQAAAAtAQAACAAAADIKYAGGAgEAAAApeQgAAAAyCmABNgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2WgxmpQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdIBAQAAAHh5CAAAADIKYAFqAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKVaDGalAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)会在均值附近产生尖峰，并且![](data:image/x-wmf;base64,183GmgAAAAAAAMkF7QHsCQAAAADZWgEACQAAA9EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8ABQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2nxVm6wQAAAAtAQAACAAAADIKYAEKAwIAAABOUAgAAAAyCmABRgABAAAAS1AcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvcUCsmwbi8A/OMYAICTknaAAZZ2nxVm6wQAAAAtAQEABAAAAPABAAAIAAAAMgpgAcYBAQAAAEBQCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A658VZusAAAoAOACKAQAAAAAAAAAA6OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)；

2）同时假定区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ERVmLAQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAARFWYsAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)足够小，使得在区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ERVmLAQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAARFWYsAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)内的概率密度![](data:image/x-wmf;base64,183GmgAAAAAAAJUDNALsCQAAAABcXwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2WgxmpQQAAAAtAQAACAAAADIKYAGGAgEAAAApeQgAAAAyCmABNgEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2WgxmpQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdIBAQAAAHh5CAAAADIKYAFqAAEAAABweQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKVaDGalAAAKADgAigEAAAAAAAAAAOjlGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA)大致为常数，则有：

![](data:image/x-wmf;base64,183GmgAAAAAAAJQHNALsCQAAAABdWwEACQAAAxUBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AjOQYAICTknaAAZZ2bhVmuQQAAAAtAQAACAAAADIKYAF0BQEAAABWeQgAAAAyCmABWgQBAAAAeHkIAAAAMgpgAfICAQAAAHB5CAAAADIKYAFGAAEAAABQeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgCM5BgAgJOSdoABlnZuFWa5BAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABDgUBAAAAKXkIAAAAMgpgAb4DAQAAACh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbhFQp5cEcrAIzkGACAk5J2gAGWdm4VZrkEAAAALQEAAAQAAADwAQEACAAAADIKYAGQAQEAAABAeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALluFWa5AAAKADgAigEAAAAAAQAAAHjmGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，其中![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2kxNmDgQAAAAtAQAACAAAADIKYAEWAAEAAABWeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACTE2YOAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ERVmLAQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAARFWYsAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的体积。

则可以得到：

![](data:image/x-wmf;base64,183GmgAAAAAAAP4HRQTsCQAAAABGXQEACQAAAysBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANABxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8ABwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAApAEBQAAABMCAALyBhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnbhFWbPBAAAAC0BAQAIAAAAMgqMA7wEAgAAAE5WCAAAADIKbgE3BQEAAABLVggAAAAyCmAC0gEBAAAAeFYIAAAAMgpgAmoAAQAAAHBWHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHacFAoo6GJiAPzjGACAk5J2gAGWduEVZs8EAAAALQECAAQAAADwAQEACAAAADIKYAJeAwEAAAA9VhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnbhFWbPBAAAAC0BAQAEAAAA8AECAAgAAAAyCmAChgIBAAAAKVYIAAAAMgpgAjYBAQAAAChWCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Az+EVZs8AAAoAOACKAQAAAAACAAAA6OUYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

上式的成立依赖于两个相互矛盾的假设：1）区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ERVmLAQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAARFWYsAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)要足够小，使得这个区域内的概率密度近似常数；2）区域![](data:image/x-wmf;base64,183GmgAAAAAAAKcBygHsCQAAAACQXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ERVmLAQAAAAtAQAACAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAARFWYsAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)要足够大，使得落在这个区域内的数据点的数量![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2nBRmfQQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACcFGZ9AAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)能够足够让二项分布达到尖峰。

如果我们固定![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2TxVmbgQAAAAtAQAACAAAADIKYAEWAAEAAABWeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABPFWZuAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的值，利用数据确定![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2RhVm/wQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABGFWb/AAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，这就是核方法；固定![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2RhVm/wQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABGFWb/AAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的值，利用数据确定![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2TxVmbgQAAAAtAQAACAAAADIKYAEWAAEAAABWeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABPFWZuAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值，这就是![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2RhVm/wQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABGFWb/AAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)近邻方法。

### **KNN算法**

假设有一个数据集，其中![](data:image/x-wmf;base64,183GmgAAAAAAAFcCewLsCQAAAADRXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ChVmHwQAAAAtAQAACAAAADIK4AFmAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnYKFWYfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABTAABAAAATnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAfChVmHwAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)个数据点属于类别![](data:image/x-wmf;base64,183GmgAAAAAAADQCewLsCQAAAACyXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2fRRmLwQAAAAtAQAACAAAADIK4AE2AQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZ9FGYvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAQ3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAvfRRmLwAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，数据点的总数为![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2ERVm+wQAAAAtAQAACAAAADIKYAFMAAEAAABOeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAARFWb7AAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，则![](data:image/x-wmf;base64,183GmgAAAAAAAHEHuAPsCQAAAAA0WgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAPABhIAAAAmBg8AGgD/////AAAQAAAAwP///67///+ABgAADgMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2WRVmDwQAAAAtAQAACAAAADIKoAFlBQEAAABOeQgAAAAyCqABFwIBAAAATnkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2WRVmDwQAAAAtAQEABAAAAPABAAAIAAAAMgoPA8oAAQAAAGt5CAAAADIKAAIxAwEAAABreRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2dBUK9CC2YgD84xgAgJOSdoABlnZZFWYPBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABJwQBAAAAPXkcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdk0VCvlAtmIA/OMYAICTknaAAZZ2WRVmDwQAAAAtAQEABAAAAPABAAAIAAAAMgr5ATcAAQAAAOV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AD1kVZg8AAAoAOACKAQAAAAAAAAAA6OUYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。如果我们想对一个新的数据点![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2Nw9m0gQAAAAtAQAACAAAADIKAAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAA3D2bSAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)进行分类，那么我们可以画一个以![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2QRVmQAQAAAAtAQAACAAAADIKAAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABBFWZAAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为中心的球体，这个球体精确的包含![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2dxRm0QQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB3FGbRAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个数据点（无论属于哪个类别），假设球体的体积为![](data:image/x-wmf;base64,183GmgAAAAAAAKcB7QHsCQAAAAC3XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2iRRm2gQAAAAtAQAACAAAADIKYAEWAAEAAABWeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACJFGbaAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，并且包含来自类别![](data:image/x-wmf;base64,183GmgAAAAAAADQCewLsCQAAAACyXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2fRRmLwQAAAAtAQAACAAAADIK4AE2AQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZ9FGYvBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAQ3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAvfRRmLwAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的![](data:image/x-wmf;base64,183GmgAAAAAAAFcCewLsCQAAAADRXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2PBRmwQQAAAAtAQAACAAAADIK4AFgAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnY8FGbBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAAS3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDBPBRmwQAACgA4AIoBAAAAAAAAAADo5RgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)个数据点，则：

![](data:image/x-wmf;base64,183GmgAAAAAAACkLrwTsCQAAAAB7UQEACQAAA38BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgChIAAAAmBg8AGgD/////AAAQAAAAwP///7n////gCQAA+QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAgAHBQAAABMCAALgCRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZyFWZuBAAAAC0BAQAIAAAAMgqMA6wIAQAAAFZ5CAAAADIKjAMsBwEAAABOeQgAAAAyCm0BngcBAAAAS3kIAAAAMgpgAkwDAQAAAEN5CAAAADIKYALSAQEAAAB4eQgAAAAyCmACagABAAAAcHkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2chVmbgQAAAAtAQIABAAAAPABAQAIAAAAMgrsA0YIAQAAAGt5CAAAADIKzQG4CAEAAABreQgAAAAyCsACVAQBAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdkAUCjVYc1wA/OMYAICTknaAAZZ2chVmbgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAs4FAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdnIVZm4EAAAALQECAAQAAADwAQEACAAAADIKYAL2BAEAAAApeQgAAAAyCmACwgIBAAAAfHkIAAAAMgpgAjYBAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AbnIVZm4AAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAP4HRQTsCQAAAABGXQEACQAAAysBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANABxIAAAAmBg8AGgD/////AAAQAAAAwP///7j///8ABwAAmAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAApAEBQAAABMCAALyBhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZKFWblBAAAAC0BAQAIAAAAMgqMA7wEAgAAAE5WCAAAADIKbgE3BQEAAABLVggAAAAyCmAC0gEBAAAAeFYIAAAAMgpgAmoAAQAAAHBWHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHY3DwpjeHRsAPzjGACAk5J2gAGWdkoVZuUEAAAALQECAAQAAADwAQEACAAAADIKYAJeAwEAAAA9VhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZKFWblBAAAAC0BAQAEAAAA8AECAAgAAAAyCmAChgIBAAAAKVYIAAAAMgpgAjYBAQAAAChWCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A5UoVZuUAAAoAOACKAQAAAAACAAAA6OUYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)![](data:image/x-wmf;base64,183GmgAAAAAAAGcIRQTsCQAAAADfUgEACQAAA18BAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOgBxIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9gBwAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAmgFBQAAABMCAAJeBxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZBFWayBAAAAC0BAQAIAAAAMgqMA9wFAQAAAE55CAAAADIKbQGUBQEAAABOeQgAAAAyCmACtAEBAAAAQ3kIAAAAMgpgAmoAAQAAAHB5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdkEVZrIEAAAALQECAAQAAADwAQEACAAAADIKzQGuBgEAAABreQgAAAAyCsACvAIBAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdscSCvUAVysA/OMYAICTknaAAZZ2QRVmsgQAAAAtAQEABAAAAPABAgAIAAAAMgpgAjYEAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdkEVZrIEAAAALQECAAQAAADwAQEACAAAADIKYAJeAwEAAAApeQgAAAAyCmACNgEBAAAAKHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCyQRVmsgAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAAPoXjATsCQAAAACLTQEACQAAAwkCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIATAFRIAAAAmBg8AGgD/////AAAQAAAAwP///7n///+AFQAA2QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsgIBQAAABMCAALeEQUAAAAUAgACdhMFAAAAEwIAAmYVHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAPzjGACAk5J2gAGWdtYUZksEAAAALQEBAAgAAAAyCowD5BMBAAAAS3kIAAAAMgptAZwTAQAAAEt5CAAAADIKjAOJDQEAAAB4eQgAAAAyCowDIQwBAAAAcHkIAAAAMgptAaIPAQAAAEN5CAAAADIKbQFYDgEAAABweQgAAAAyCm0B9AsBAAAAQ3kIAAAAMgptAXoKAQAAAHh5CAAAADIKbQESCQEAAABweQgAAAAyCmACCgYBAAAAeHkIAAAAMgpgAnwDAQAAAEN5CAAAADIKYAIyAgEAAABweRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnbWFGZLBAAAAC0BAgAEAAAA8AEBAAgAAAAyCs0BthQBAAAAa3kIAAAAMgrNAaoQAQAAAGt5CAAAADIKzQH8DAEAAABreQgAAAAyCsAChAQBAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdn0UClyYSm0A/OMYAICTknaAAZZ21hRmSwQAAAAtAQEABAAAAPABAgAIAAAAMgpgAkQSAQAAAD15CAAAADIKYAKWBwEAAAA9eQgAAAAyCmACLgABAAAA3nkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ21hRmSwQAAAAtAQIABAAAAPABAQAIAAAAMgqMAz0OAQAAACl5CAAAADIKjAPtDAEAAAAoeQgAAAAyCm0BTBEBAAAAKXkIAAAAMgptASQPAQAAACh5CAAAADIKbQGeDQEAAAApeQgAAAAyCm0BagsBAAAAfHkIAAAAMgptAd4JAQAAACh5CAAAADIKYAK+BgEAAAApeQgAAAAyCmACYgUBAAAAfHkIAAAAMgpgAv4CAQAAACh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AS9YUZksAAAoAOACKAQAAAAABAAAA6OUYAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)

即如果我们想最小化错误分类的概率，那么我们可以把测试点![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2sAxmIQQAAAAtAQAACAAAADIKAAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACwDGYhAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)分配给有最大后验概率的类别，这对应与最大的![](data:image/x-wmf;base64,183GmgAAAAAAAMECRQTsCQAAAAB5WAEACQAAA+cAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAAhIAAAAmBg8AGgD/////AAAQAAAAwP///7n///9AAgAAmQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIwAhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZYFWaTBAAAAC0BAQAIAAAAMgqMA64AAQAAAEt5CAAAADIKbQFmAAEAAABLeRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD84xgAgJOSdoABlnZYFWaTBAAAAC0BAgAEAAAA8AEBAAgAAAAyCs0BgAEBAAAAa3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCTWBVmkwAACgA4AIoBAAAAAAEAAADo5RgABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)。因此，为了分类一个新数据点![](data:image/x-wmf;base64,183GmgAAAAAAAGABhAHsCQAAAAAZXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2sAxmIQQAAAAtAQAACAAAADIKAAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACwDGYhAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，我们从训练数据中选择![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ24RVmbwQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADhFWZvAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个最近的数据点，然后把新的数据点分配为这个集合中数量最多的点的类别。

![](data:image/x-wmf;base64,183GmgAAAAAAACIE7QHsCQAAAAAyWwEACQAAA54AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2sBRm7wQAAAAtAQAACQAAADIKYAFGAAMAAABLTk5lCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AALAUZu8AAAoAOACKAQAAAAD/////6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)算法步骤：

1. 计算已知类别数据集中每个点与当前点的距离；
2. 选取与当前点距离最小的![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ25hRmRQQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADmFGZFAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个点；
3. 统计前![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ25hRmRQQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADmFGZFAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个点中每个类别的样本出现频率；
4. 返回前![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ25hRmRQQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADmFGZFAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个点出现频率最高的类别作为当前点的预测分类。

两个问题：

1. 按上述方法，![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ25hRmRQQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADmFGZFAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)近邻方法需要存储整个训练数据，如果数据集很大的话，存储和计算的代价会很大，可以通过建立一个基于树的搜索结构，使得近邻可以高效的被找到，而不必遍历整个数据集，这个计算可以被抵消，代价就是需要进行一次性的额外计算量，一般使用![](data:image/x-wmf;base64,183GmgAAAAAAADQC7QHsCQAAAAAkXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEAAhIAAAAmBg8AGgD/////AAAQAAAAwP///8b////AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2vxRm8wQAAAAtAQAACAAAADIKYAE6AAIAAABrZAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAC/FGbzAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAAgDpwHsCQAAAABSXAEACQAAA54AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAHAAhIAAAAmBg8AGgD/////AAAQAAAAwP///wYAAACAAgAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2EhVm2wQAAAAtAQAACQAAADIKIAEuAAQAAAB0cmVlCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AABIVZtsAAAoAOACKAQAAAAD/////6OUYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)；
2. ![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2MxVm7QQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAzFWbtAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值的选取。选多大的![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2MxVm7QQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAzFWbtAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值是个问题，当![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2MxVm7QQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAzFWbtAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值取到全部训练数据集时，相当于模型是最简单的，没有考虑到数据集中数据的差异性；当![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2MxVm7QQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAzFWbtAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值取很小时，相当于模型复杂，容易出现![](data:image/x-wmf;base64,183GmgAAAAAAAJQHNALsCQAAAABdWwEACQAAA6kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2exRmdgQAAAAtAQAACAAAADIKYAG2BQEAAABneQwAAAAyCmABNAAKAAAAb3ZlcmZpdHRpbgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB7FGZ2AAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2MxVm7QQAAAAtAQAACAAAADIKYAFGAAEAAABLeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAAzFWbtAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)值选取一般用交叉验证的方式获得。

![](data:image/x-wmf;base64,183GmgAAAAAAAIMF7QHsCQAAAACTWgEACQAAA58AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2PRRmbQQAAAAtAQAACgAAADIKYAFAAAYAAAB3b3JrZWQKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAPRRmbQAACgA4AIoBAAAAAP/////o5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAABECNALsCQAAAADYXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2YRVmbgQAAAAtAQAACAAAADIKYAEuAAIAAABieQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABhFWZuAAAKADgAigEAAAAA/////+jlGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAIwEygHsCQAAAAC7WwEACQAAA58AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEgBBIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAADgAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/OMYAICTknaAAZZ2qBRmdAQAAAAtAQAACgAAADIKAAFMAAUAAABnZWdleQAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAAqBRmdAAACgA4AIoBAAAAAP/////o5RgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)
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