# 分布式一致性算法应用场景

一致性问题，简单说就是一个或者多个进程提议了一个值后（这里一个值并不理解为一个数值，可以有很多的含义），使系统中所有进程对这个值达成一致意见。

如果在一个不出现故障的系统中，很容易解决分布式一致性问题。但是实际分布式系统一般是基于消息传递的异步分布式系统，进程可能会慢、被杀死或者重启，消息可能会延迟、丢失、重复、乱序等。

在一个可能发生上述异常的分布式系统中如何就某个值达成一致，形成一致的决议，保证不论发生以上任何异常，都不会破坏决议的一致性，这些正是一致性算法要解决的问题。

在分布式存储系统中经常使用多副本的方式容错，对于传统的主从同步方式，强一致性同步（主备副本都写成功返回）和异步同步（主副本写成功就返回再异步写备副本）。主从同步无法同时保证数据的一致性和可用性（CAP），而Paxos、Raft等分布式一致性算法则可在一致性和可用性之间取得很好的平衡，在保证一定的可用性的同时，能够对外提供强一致性，因此Paxos、Raft等分布式一致性算法被广泛的用于管理副本的一致性，提供高可用性。

# Paxos

Paxos算法是基于**消息传递**且具有**高度容错**特性的一致性算法，是目前公认的解决**分布式一致性**问题最有效的算法之一。

在常见的分布式系统中，总会发生诸如机器宕机或网络异常（包括消息的延迟、丢失、重复、乱序，还有网络分区）等情况。Paxos算法需要解决的问题就是如何在一个可能发生上述异常的分布式系统中，**快速且正确地在集群内部对某个数据的值达成一致**，并且保证不论发生以上任何异常，都不会破坏整个系统的一致性。这里**某个数据的值**并不只是狭义上的某个数，它可以是一条日志，也可以是一条命令（command）。。。根据应用场景不同，某个数据的值有不同的含义。
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