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# Introduction

Verification of correct functionality is traditionally done by writing unit test code that accesses the code’s methods and classes, creates dummy objects, throws it some data and then checks whatever is returned against static values. This will uncover most bugs and thus save a lot of time debugging, but more often than not, the product is released in a state in need of maintenance for a while regardless of prior effort.

Since unit testing procedures are written in tandem with the code to some degree it hands the developer’s valuable mental resources another ball to juggle. Any minor change in code architecture will require similar changes to the test code. Unit testing is a time consuming task following the law of diminishing returns. At one point one will spend more time writing tests than what is saved of debugging time. If you desire to verify the behavior of all aspects of your code, expect spending more time writing tests than spent on the code being tested.

In an effort to automate this verification process Microsoft Research developed a new programming language called *Dafny*[1] and a corresponding program verifier for functional correctness. If used correctly, it provides a guarantee of internal consistency and bug free execution provided the operating system and hardware follows suit.

A category of algorithms called *consensus algorithms* are notorious for the difficulty of implementing them correctly. *Paxos* (Lamport, 2001)[2] is the name of the one we will explore. Consensus algorithms provide a protocol for agreeing on a common value amongst a group of agents, these agents often being a collection of servers working concurrently in a method called *state machine replication* and these distributed systems require some synchronization. This is done primarily in order to ensure redundancy in case of failure of a machine for critically important services.

While the servers or the network upon which they rely may fail, the consensus algorithms themselves generally don’t have any failure tolerance. Any loss of consensus might be irreversible unless specifically accounted for. Especially so if the system is allowed to run out of order as if nothing had happened. So the proof of its correctness is at least as important as the implementation itself. No amount of testing can provide that degree of confidence. Herein lies the motivation for this project. We will attempt to implement Paxos in Dafny with the hope of verifying its correctness.

Although Paxos has previously been verified to be correct, this proof has always been second hand to the program implementation and written in a mathematical language with no intent of execution. An implementation of Paxos written in *Event ML*[3] has been verified by extracting a programmability lemma in *Nuprl*[4] terms, a logic based support language. But in Dafny this is the first attempt at a proof through executable code.
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# Paxos

In this chapter an outline of how the Paxos algorithm works will be presented. As it is known as a difficult to implement algorithm, much is likely due to the difficulty in understanding and explaining it. If not for the “hows” then definitely for the “whys”. Consensus algorithms deal with multiple agents, and in Paxos’ case these will additionally play one or more completely different roles. What we are looking for is emergent properties of a distributed system where no single node requires access to all the data, yet may still infer and conclude that other agents will agree with its results.

Concepts will be introduced as they are required. This is to hopefully reduce the timespan a relevant concept requires attention. A system where a holistic perspective is crucial to its understanding may lose important meaning if unnecessarily modularized. Also, to stay somewhat aligned with Dafny’s verification syntax which will be explored later, we will explain with the help of annotations presenting restrictions (in orange) and conclusions (in blue).

In the Paxos algorithm, an agent performs one or more of these three roles;

**Proposer:**  
◦ Responsible for initiating an instance where consensus is sought.  
**Acceptor:**  
◦ Decides which proposals to accept  
**Learner:**  
◦ Detects consensus when a majority of acceptors agree.

Paxos can handle a simultaneous failure of any agents, where *N* is the total number of agents, if all agents perform all three roles.

In communication amongst each agent, two variables are exchanged; *Round* and *value*. Round is a unique integer that can be considered an identification of a specific proposal and value is any type or object that we would like to achieve consensus about. Our first important restriction becomes…

All proposers starts with unique rounds

Because a unique round means that we know its corresponding value comes from the same proposer, we can guarantee that…

Where we find equal rounds we also have equal values

## Phase 1

Starting an instance of Paxos, a proposer picks a round and the value it intends to issue. The round might be the agents unique ID or a previously agreed upon starting number. The value might be a reference to a task to perform from a queue. Then, with that data attached…

**Proposer broadcasts a “Prepare” message to all Acceptors**

Acceptors are completely independent of each other. The receiving acceptor’s job is now to inform the proposer of a previously accepted round and value, if any, and promise to ignore any future messages with round less than that provided by the proposer. Let’s phrase that as a restriction.

An acceptor will ignore a message where provided round is less than promised round

Do note that a promise does not imply acceptance, and they should not be confused with one another. We will be asked to accept a round and value at a later point. If no earlier promise of a higher round has been made…

**Acceptor answers Proposer with a “Promise” message**

If, however, an acceptor has promised a higher round, we will never hear from it. We can on the basis of our above restriction thus say for the proposer…

All encountered accepted rounds, if any, will be less than our issued round

They cannot be equal since we are using a unique number. At this point we need to introduce another restriction.

A proposer will only ask to accept if a majority of acceptors have promised/are prepared

Any acceptor having accepted a round then implies that the majority of all acceptors were prepared for that round and the proposer issuing that round received those promises. Assuming our proposer have received promises from a majority of acceptors, we know that we would have at least one of those acceptors in common with any previous majority groups. That is a mathematical inevitability. We also know that our proposed round is greater than any previously accepted rounds. If not, we would never hear from the majority and thus never achieve one of our own. We can now, for all acceptors, promised or not, guarantee the following statement is true.

No acceptor has accepted any round equal to or larger than our proposed round

Paxos is often thought of as divided into two phases. With this, phase 1 is finished. A majority of acceptors are receptive to our proposal, even if some acceptors never get a message or ignores it. We have blocked the possibility of a lesser round being accepted while we are proposing ours.

**Optional optimization:** For reduced bandwidth use, several instances of Paxos may share this first phase’s message exchange. The proposer may send a single prepare message with a list of values. To allow for multiple instances, one needs to include a unique and static identifier for each instance. This is called a *slot*. Rounds need only be unique within one slot, so the list may share a single round. The receiving acceptors will now treat each slot independently yet answer with a single promise message. This is called *Multi-Paxos*, but what we will be using is also called *Single-Paxos* as a clarification on this matter.

## Phase 2

**Proposer broadcasts an “Accept” message to all Acceptors**

If the acceptors have not made a new promise with, and/or accepted a higher round to another proposer since our request, they will accept our round and value. Any answers to subsequent requests will contain that accepted information. Upon accepting a new round…

**Acceptor broadcasts a “Learn” message to all Learners**

The learner will keep track of which acceptors have accepted the value of the highest round. Note that none other than the highest accepted round will ever reach a consensus. Once a majority is in agreement, the value is marked as learned and a consensus has been attained. There is still a flaw that must be addressed with another restriction however.

A proposer must re-issue the highest encountered accepted round’s corresponding value, if any.

We need our proposer to remember the response of the acceptor with the highest accepted round. Consider that a consensus might be reached through a lower round than ours before we receive a majority of promises. Then that accepted round and value will surely be provided by at least one of the acceptors we have in common. If we were to issue our own value at this point, the higher round would override the previous accepted value and the consensus would be lost. We can, considering this restriction, then assert that…

Once a consensus is reached, the learned value cannot change.

## Notes

Paxos does not handle byzantine failures or corrupted messages and does not guarantee liveness without modification. The active proposer is called a *leader* and often acts without interference from other proposals. Although Paxos will not fail to learn a value only when consensus is reached, stagnation may still occur between several proposers believing to be the leader. This may happen if multiple proposers alternate finishing phase 1, effectively blocking the completion of phase 2. We will not attempt to prove liveness in this project.
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# Dafny

It is not the intention of this chapter to teach the reader enough about the language to use it, but enough to understand some of the code presented and what the language is capable of. The tutorials and documentation[5] provided by Microsoft is, despite being the best source, incomplete. We will not assume the reader has read any, but it is recommended and we do not intend to replicate it. Some of the basics will be covered, just the bare minimum to understand the material that’s not found in the official documentation.

Dafny builds on *Boogie*[6], an intermediate verification language, intended as a layer on which to build program verifiers for other languages. The Boogie language is used as a step in the compilation process before it is sent to the tool carrying the same name in order to generate verification conditions. These conditions are then sent to a *satisfiability modulo theory* (SMT) solver called *Z3*[7], all of which are also products by Microsoft Research.

The Visual Studio plugin that is provided with the Dafny compiler provides syntax-highlighting and verification while typing. The verifier is on by default, but may be turned off. This is useful when your projects get large enough that verification takes 30 seconds or more to complete. Given that the call to the verifier blocks the thread responsible for Visual Studio’s coding interface, delay between every minor change makes for a less than pristine development environment.

One of the main goals of Dafny is to eliminate the need for unit testing and debugging by providing a guarantee that the code functions according to the guidelines of the developer.

Dafny is an object oriented language, but with some limitations.

Dafny does -  
◦ support inductive and co-inductive datatypes.   
◦ support generics.  
◦ support traits.

Dafny does **not** -  
◦ have any standard libraries.  
◦ interact with the OS in other ways than print.  
◦ accept arguments to Main.  
◦ support concurrent programming.  
◦ support inheritance / subclassing or nested classes.

Since no arguments can be sent to Main, Dafny code is compiled as a library and used by a ‘client application’. This application is not verified together with the library and is responsible for following the restrictions required.

## Methods

The general form of a method in Dafny has three parts. Firstly the method identification, which includes the name, comma delimited arguments and an optional returns part specifying pre-allocated returned values. The second is a set of optional (to some degree) annotations specifying statements that must be true for the program to verify correctly and the scope of operation.

method name(arg\_name: type/class)  
 returns (ret\_name: type/class)  
 requires *boolean\_expression*;  
 modifies *set\_of\_objects*;  
 decreases *integer\_expression*;  
 ensures *boolean\_expression*;  
{  
 // conventional code  
 assert *boolean\_expression*;  
}

Methods have 5 possible annotations: assert, requires, ensures, modifies and decreases. The assert, requires and ensures clauses are Boolean expressions, while modifies takes a set of objects and decreases takes a numerical expression useful to guarantee bounds within loop constructs. It is not used in this project and you may refer to rise4fun for further explanation. No annotations have any functional effect on the compiled product of your code.

The requires checks the state of its expression (precondition) where the method is called. If you attempt to call this method without satisfying the requirements, the verification fails. The ensures checks at the point of returning. If this (postcondition) fails, it is either because the expression is incorrect, the code is incorrect or you need a more descriptive precondition in the failing method or in one that’s called. The modifies set of objects, is the limited scope of what is allowed to be written/changed. All prior collected verification knowledge about these objects and all their types are discarded when the method is called.

An assert is put inside the code block as a statement and is very handy for locating problems in your code when the problem is a failed postcondition. Put one or more in between your lines and see where the first assert fails. This annotation is not necessary for any form of verification.

Sometimes some of the annotations may not be necessary. If the method only reads and returns then modifies is not necessary. If no objects are referenced, there might not be any initial requires, and ensures is mostly for the sake of the code where the method is used.

The same annotations can be used multiple times and all expressions must be satisfied.

requires *boolean\_expression\_1*;  
requires *boolean\_expression\_2*;

The above two annotations are equivalent to the one below.

requires *boolean\_expression\_1*  
 && *boolean\_expression\_2*;

## Predicates

When expressions become big and redundant Dafny provides a refactoring solution in the form of a *predicate*.

predicate name(arg\_name: type/class)   
 requires *boolean\_expression*;  
 reads *set\_of\_objects*;  
 ensures *boolean\_expression*;  
{  
 *boolean\_expression*  
}

Predicates looks like methods but their body is a single Boolean expression without semicolon termination. They have no decreases annotation use a reads instead of modifies. A predicate cannot modify, and needs its scope of readable objects to be specified explicitly. Predicates can be called by other annotations, which allows for refactoring of similar code.

## Ghosts

Sometimes dummy objects or other form of testing data is required in order to successfully verify some code. To this end, *ghost variables* serve its purpose. Ghost variables never hold any real data but are treated by the verifier as if they could, and thus some potentially more difficult inferences can be made. They are only used for verification purposes and do not affect the end product in any way. Ghost variables cannot be passed as arguments to non-ghost code, so there is a limited scope within an object or method where it can be used.

*Ghost methods* are in similar fashion methods that do not influence the function of the code but allows for more advanced proofs where the theorem prover does not succeed in making the correct inferences by itself. This is not used in this project.

## Functions

Single statement methods can be reduced to what is a function in Dafny. Functions are by default ghosts and cannot be used outside of verification code. To make a function callable from non-ghost code the keyword method has to be appended after function. Instead of named return variables a single type after a colon represents the returned value of the body statement.

function name(arg\_name: type/class): type/class  
 requires *boolean\_expression*;  
 reads *set\_of\_objects*;  
 decreases *integer\_expression*;  
 ensures *boolean\_expression*;  
{  
 // single statement  
}  
// alternatively non-ghost  
function method name(arg… etc

Although functions are more limited than methods, they do not require annotations like them. Functions can, like predicates, be called directly from verification statements.

<needs\_context>  
Even with examples provided and explained by online resources, when the foundational concepts are still alien, it can be very hard to generalize and port the necessary lessons to benefit my own cases. The concept of code verification is not a difficult one by any means, but the very restrictive and explicit procedure Dafny encourages makes this harder than necessary.
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# Dafny’s Shortcomings

A quote from rise4fun[8] says “Dafny lifts the burden of writing bug-free code into that of writing bug-free annotations. This is often easier than writing the code, because annotations are shorter and more direct”. In fact, having spent about a week’s time in total on the actual code and several months on writing annotations, this tends not to align with the claim. Rather, it stands in strong contrast to it. It does not appear to be easier. Nor is it shorter, considering the annotations also takes more space than the code, even after all reusable expressions are refactored out.

requires myobject != null;  
reads myobject.member;

## Independent Annotations

The top code fails because the reads clause cannot conclude that myobject is not null. member is considered unreachable. This implies that the clauses are completely independent of each other, and unfortunately introduces redundant code. By experience, verbosity reduces clarity and overview.

requires myobject != null;  
reads if myobject != null  
 then myobject.member  
 else {};

The solution makes the code significantly less readable.

## State Anchoring

The following code illustrates the discarded information about this and subsequently member when called by a method mentioning it in its modifies clause.

method test()   
 modifies this;   
{  
 //do stuff not involving member  
}

method somewhere\_else()  
{  
 this.member := null;  
 this.test();  
 assert this.member == null;  
}

The assertion on the last line fails, but it is not entirely obvious why that is. Our intention in this code is to prove that member is unchanged after passing through test(). This should be a trivial task, an implicit one, even for most programming languages not intended for verification, as member is obviously never even involved in the code. Dafny however, simply discards all accumulated knowledge about all objects found in the modifies clause, leaving us having to explicitly tell what to regain.

method test()  
 requires this.member == null || this.member.valid();  
 modifies this;  
 ensures this.member == null || this.member.valid();  
{  
 //do stuff not involving member  
}

method somewhere\_else()  
{  
 this.member := null;  
 this.test();  
 assert this.member == null;  
}

One would think two equal requires and ensures clauses would be capable of that, but the problem is that we accept more than one state, and Dafny cannot see that there is no switching between them. The verification still fails.

Our task becomes one of isolating the states. Knowing that the different clauses are independent of each other, and that the single expression allowed in each one is not capable of saving information to be used in the other clauses, this, rather modest verification, could provide a significant challenge.

One naïve solution would be to make one copy of the method for each state, and test the state at runtime to figure out which one to call. Another one is creating a ghost variable copy of the object you are verifying before the call and assert their equality afterwards. Dafny has no deep-copy feature, however, making us having to provide one at the instantiation of the original, and mirroring every interaction with it throughout the object’s life. Both of these solutions may be horrible options. Fortunately, one doesn’t need a complete copy of the object (ghost or not). In fact, we only need an integer that can be associated with each possible state. Make sure that the integer is not referred to by any of the objects in the modifies clause, as this will cause its information to be discarded as well. This technique will be refered to as *State anchoring*.

method test(state: int)  
 requires (state == 0 && this.member == null)  
 || (state == 1 && this.member != null  
 && this.member.valid());  
 modifies this;  
 ensures (state == 0 && this.member == null)  
 || (state == 1 && this.member != null  
 && this.member.valid());  
{  
 //do stuff not involving member  
}

method somewhere\_else()  
{  
 var state := 0;  
 this.member := null;  
 this.test(state);  
 assert this.member == null;  
}

This is a solution, albeit not a pretty one. The parentheses are required. And and Or does not play nice together as in other languages. Also, remember that when one of two booleans fail on the left hand side of an Or, neither’s state is determined on the right hand side, thus checking for not null before calling valid(). Of course since we in this example were working with no more than two states, we could have just as well used a Boolean variable instead of an integer. This is more scalable, however. It would be very useful to have a method where one would not need to know the state beforehand that is capable of this proof. This will probably include ghost variables in some way, but not via the modified object and not as an argument. Since we cannot pass ghost variables as arguments to methods, our state becomes unnecessary baggage at runtime.

## Extreme Redundancy

Consider which annotations cannot be derived directly or indirectly from either the code in the body or the context around calls, and you can see that most of it is simply a copy of how the code behaves.

Almost all verification annotations are redundant! Due to artificial restrictions by Dafny developers, intended to reduce verification-time (at the severe expense of development time), the scope of verification does not extend beyond a single method or function. This would of course be a good thing if the verifiable statements were automatically derived at least to some degree. Forcing the developer to do redundant work stagnates development and increases the amount of annotations needed by orders of magnitude, not even proportional to the computing time saved.

The code’s behavior is independent of its verification, and by inference, all statements about the code also is. As such, no information provided in annotations is crucial to the verification of any statement apart from assumptions made about data from outside the system!

The only useful part of this explicit annotation, which is ensuring the programmer that a complicated system works “as intended”, is vastly overshadowed by the sheer amount of secondary annotations needed to manually and meticulously set the stage for the few interesting verification statements to work. The majority of one’s time goes into verifying things that could be implicitly derived. Days of work for the programmer is sacrificed for seconds of computing time.

As a closing note, if Dafny has the degree of insight to provide the following error message, it is not far behind the ability to figure out which objects are being modified. Such an ability would make the modifies clause moot and save a whole lot of truble already.

“Error: assignment may update an object not in the enclosing context's modifies clause”
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# Verification in Integrated Development Environments

If you want to verify your code, you need to, on some level, describe how it is supposed to behave. Is that not the point of the code in the first place? Is not the need for a verifying statement an admittance of a lack of clarity in either your code or the language itself? If you could describe the functionality in a simpler way, should not that be, with respect to readability, the more optimal way to program? I cannot currently imagine a practical language that would embrace this concept but the point stands on its own.

If you wanted to assert something while working on your code, it should be quick to add an annotation, let the verification process cascade through the syntax tree, display the results, and move on. Subsequent annotations may build on previous conclusions and finish their evaluation faster. Most verification does not even need annotations as they can be reduced to something like the statement “assert that unhandled exceptions cannot happen”.

I would be completely fine with several hours of verification time for a system such as the one I have built! I will probably be unable to program faster than the computer can verify anyway. The problem lies in the fact that Dafny evaluates the entire system statelessly in one go after compiling. Repeatedly so, in case of Visual Studio’s language extension. This does not allow for any coding to be done in the meantime. Many applications today still exhibits this archaic behavior of starting with arguments, process it, spit out a result and then terminate, when a potentially continuous service model would better fit the task. The naïve approach of repeatedly parsing, compiling and verifying the entire source is something I did not expect to see from professionals in a project that’s not on a strict deadline. This is unfortunately mainly because all verification is done on the compiled product. Although I can imagine a two-step concurrent compilation system that would severely cut the time of continuous background compilation, the fastest option is to verify the parser’s abstract syntax tree (AST) or a derived higher order abstraction.

The benefit of end product verification is that it is independent of language and compiler. That said, there is nothing stopping us from using both methods. The developer can have rapid AST verification while working, which may in turn produce a detailed verification scheme for low level processing, probably making it even faster than if by itself.

I would expect any moderately clever IDE to restrict its focus to only the code block being edited if it had any features that require parsing code while the user is typing. Once the behavior of that block has been abstracted, any cascading consequences may change the state of the outer closures. It may not, of course, change any conclusions reached about other code blocks in the same closure. This allows for concurrency, restricts the domain affected by change, eliminates redundant parsing and verification, and thus speeds up future verifications. That is something syntax-highlighting, verification, compilation and surely plenty other features all can benefit from.

If you access something through a pointer or object without checking for null it is obvious yet implicit that not null is an assumption that must be satisfied in that block of code. This is largely independent of language and may be checked in either the IDE or the compiler.

Suppose, in an if statement, you compare two separate objects with == (comparison of identity) when you should have used .equals() or something equivalently content sensitive. Reaching the conclusion that the expression is redundant, and always evaluates to false, does not require a very elaborate analysis. Conversely, a redundant expression evaluating to true highlights the same mistake just as clearly, even if no code is unreachable, and yet, this degree of insight is still uncommon in IDE’s. With more advanced verification this would be possible even when it is not immediately clear that the two objects or pointers cannot be the same.

## Verifying Existing Languages

Everything mentioned so far can be applied regardless of the language employed. Annotations may not necessarily be a textual part of the source. They may be pointers to the code in the IDE describing what to assert at a given point.
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# Project files

**v0.1**

**-obsolete-.dfy**

My first attempt incorporated a hierarchical architecture, the classes DummyNetwork at the top, Interface, Group and then Proposer, Acceptor and Learner.

Because the verification of the Paxos algorithm depends on the interaction between various agents, I sought a way to cheat Dafny into believing the entire system was self-contained in one process, while allowing the client program to utilize parts of the library independently.

DummyNetwork, the overarching singleton, is supposed to pass along messages to the correct Interface based on dest\_ID, the first parameter in all its methods. The class is useless during runtime, as a real Ethernet connection is doing this job, but it serves as a way for Dafny to see that a message gets where it is supposed to within the system. An implementation of random failures was considered, but Dafny has no way to get random values. Those would need to be provided through the client application, in which case we wouldn’t really have to do anything as we don’t use the class at all. I can assume Dafny would cry about the scary unknown value it could get, and not enough time has been spent on my part to figure out how to verify non-deterministic code. Dafny has no concept of probability, so it might even be impossible.

Interface has two sides, one inside for receiving calls from Paxos roles and one outside for receiving from the network. An interface represents one agent. By default, the object simply bridges calls between the DummyNetwork and the agents’ Paxos objects. The client application should create a subclass of Interface, substitute DummyNetwork with a real network and choose a fitting protocol.

Group represents an isolated collection of agents from one agents perspective. It includes arrays of all participants’ IDs for each Paxos role. These are used as a list of recipients when broadcasting to all agents performing a given role. A single agent’s ID may be mentioned in all three arrays if all roles are performed. Group also maps slot\_IDs to local instances of the Paxos algorithm. Also here, one map for each role. No optimization is implemented for multiple slots.

The Proposer, Acceptor and Learner classes will be covered in my next version.

requires grp != null && grp.valid()  
 && grp.interface.valid()  
 && forall i ::  
 i in grp.interface.net.interfaces ==>  
 grp.interface.net.interfaces[i] != null;

Since valid() is a member of grp we can’t include a check for not null inside it because we depend on the condition to call valid() in the first place.

The objects require its argument to refer to valid objects throughout the entire system. Dafny does not settle with proving that invalid objects cannot be created. Methods are verified in isolation and can potentially be called with any input from the client application. To prove that validity is ensured throughout the entire message traversal and response I attempted a cascading tree verification. DummyNetwork would verify all the interfaces and Interface would verify all its groups, etc. For one predicate to call another, one must specify all the read objects from the nested predicate in the top predicates reads clause. This can be done with a built-in function on all predicates and functions called reads(). This takes as arguments whatever the referent function takes, (e.g. noArgFnc.reads() takes no arguments) and returns the set of objects read by that function when called.

reads if 0 in this.myMap && this.myMap[0] != null then this.myMap[0].valid.reads() else {};  
  
reads set x | forall y :: y in this.myMap && this.myMap[y] != null && x in this.mymap[y].valid.reads();

The first reads checks if 0 maps to a not null object and returns its valid predicate’s read objects, else empty. The second clause returns X such that ∀x ∈ X and ∀y ∈ myMap, myMap[y] ≠ null and x ∈ myMap[y].valid.reads(). In English this becomes: For each object in myMap, add all the valid predicate’s reads to a set and finally return that set. So in other words. Since we require all these mapped object to be valid, we must also read everything that the valid predicate’s reads for all objects. If a constant is asserted as a key in the map, the value’s members are accessed successfully. If, however, we generalize the expression to account for all the elements in the map with a forall loop, Dafny seems to fail with the error: insufficient reads clause to invoke function. If it works with a constant it should work with iteration. This is the last roadblock I encountered before I abandoned the code and started from scratch. It remains unsolved.

My approach was to write the program so that is works, then verify it. That was a very bad idea. The program will only finish compiling successfully if the program is verified. When the verification process started, the program was already big enough to loose ones overview working with it. Having to further add more than twice the code’s worth of annotations, partly due to Dafny’s severely limited scope of verification, this environment was the worst kind to learn in.

**v0.2**

<this requires expansion>

This time around I started off with separate files, planning to finish them independently and use them with a client. I knew the final proof could not be verified with this architecture but the first milestone was to get something working. Being a straight forward task using what I had learnt so far, this only took a single week, whereof most of the time was spent learning C# and how the library interface behaved.

Generics is introduced

class Myclass<T(==)> means T is comparable

## The Library Interface

In the proposer.dfy file in the method Evaluate\_majority you can see this comment:

// else return nothing? 0, 0? 0, null?

After working with the library in C# it became apparent that methods do not return values. They modify *out*-pointers given as arguments. And in this case, the pointers are simply left unchanged. C# as a language proved to be fairly easy to learn. Boasting a mature community, most of the questions one might have are already posted and answered.

Anonymous constructors are named \_ctor().

The C# source is thrown together as a simple means to an end without plans of revisiting it and is therefore not commented.

## A Working Application

Value are strictly integers. The console has only two working commands,

connect <ip> <port> and  
propose <round> <value>

Since the user has full control over the values proposed, the responsibility falls upon the user to follow the rules of the proposer. One can easily change the consensus by proposing a higher round and a different value than before.

The application may run several instances on a single machine. The listening port number will then iterate until binding is successful.

The entered commands are highlighted in blue for clarity.

The rows of output showing up after the propose command is the messages received from the different roles. The source IP address and listening port is the first part of each message. All localhost addresses comes from the replica’s own roles. Next is the message name and its payload, round and value in parenthesis. A second indented line describes the replica’s state after reading the message.

#################### PAXOS #####################

Error: Could not listen at port 24805  
hosting at 192.168.1.100 : 24806  
Reconfigured to include 2 replicas.  
Connected to 192.168.1.100:24805  
192.168.1.100:24805>> Prepare( round=2, value=37 )  
 accepted none yet  
192.168.1.100:24805>> Accept( round=2, value=37 )  
 acceptor - 2:37  
192.168.1.100:24805>> Learn( round=2, value=37 )  
 learner waits  
127.0.0.1:24806>> Learn( round=2, value=37 )  
 learner - 2:37

#################### PAXOS #####################

hosting at 192.168.1.100 : 24805  
connect 192.168.1.100 24806  
Reconfigured to include 2 replicas.  
Connected to 192.168.1.100:24806  
propose 2 37  
127.0.0.1:24805>> Prepare( round=2, value=37 )  
 accepted none yet  
127.0.0.1:24805>> Promise( round=-1, value=0 )  
 proposer - 2:37  
192.168.1.100:24806>> Promise( round=-1, value=0 )  
 proposer - 2:37  
127.0.0.1:24805>> Accept( round=2, value=37 )  
 acceptor - 2:37  
127.0.0.1:24805>> Learn( round=2, value=37 )  
 learner waits  
192.168.1.100:24806>> Learn( round=2, value=37 )  
 learner - 2:37

Does this prove anything?

**v0.3**

**proposer.dfy**

Proposer’s valid predicate contain statements about its state independent of arguments. The larger part of the annotations usually contain arguments and can’t be refactored nicely. Moreover, when annotations are refactored out, the verification tool does not give accurate errors as they will point to the call and not the contents of the predicate.

The ghost map called acceptors is a collection of the acceptors that answered the Proposer by calling its Promise method and stores its accepted round and value. This is necessary when we need to say something about the state of the answered acceptors.

// majority implies no accepted round is > largest encountered  
ensures ok ==> ( forall rnd :: rnd in acceptors ==> (  
 rnd <= largest  
));

ok is a Boolean variable returned by Evaluate\_majority() and signals that a majority of acceptors has answered. The annotation states that if ok is true, no round in acceptors is larger than largest. In other words, we know the highest accepted round of all the answers received. At this time, the verification fails, indicating the need for a more expressive requires annotation.

The reconfigure method is not something in use yet. Changing the amount of acceptors in a slot before a consensus has been reached causes a lot of problems but can also be very helpful when some replicas become unresponsive, drop out and change the majority threshold.

**acceptor.dfy**

In this class I followed a more object oriented principle simply to learn how Dafny behaved under different circumstances. The methods Prepare and Accept return Accepted objects, a second class defined in this module. It simply contains a single round - value pair. This allows the methods to also return null, meaning no response will be sent. The annotations in both is simply a redundant description of the if clause in the code. Acceptors are very simple in operation and does not require a lot of verification. The entire module is successfully verified.

**learner.dfy**

The constructor is left empty for the SingleLearner class to see what effect this would have on the initial values of the object’s members. Recall, types cannot be null. It is unfortunate that it has not been successfully compiled yet. Its only method, Learn, needs no requirements or valid state and does verify correctly nevertheless. The returned Boolean value learned performs the same task as the proposer’s ok.

**replica.dfy**

import opened makes all the contents of the named module available without needing to refer through its name each time. The import feature does not work with separate files unfortunately, even when the filenames matches the module name and it exists in the same folder. That is why we have the file replica imported, which concatenates the different files. A script could do this pre-compilation but no continuous verification in Visual Studio would be possible by working on replica in isolation. This module has a trait called EndPoint. Traits are similar to interfaces but may also extend classes by providing a full method body. EndPoint is going to refer to an IPEndPoint object passed from the client. This object has an Equals method that compares two IP addresses. For our purposes in Dafny this will through the trait be reduced to equivalency.

The Replica class’ constructor takes into account the possibility of not participating in certain Paxos roles. Some object pointers will thus be allowed to be null. The constructor takes a bitmap integer, roles, and determines the instantiation of its objects based on three separate digits, much in the same manner as the chmod command on unix systems. It does only distinguish between 0 and anything else though as we have only one potential object of each. If the leftmost digit is not 0 a proposer will be made with starting round -1. We choose -1 because proposals may start at 0. Subsequent roles gets determined by testing the division remainder. The state\_pro and state\_acp variables are a consequence of allowing these objects to be null. These were thrown around so much that I allowed the valid predicate to depend on these as arguments. Here, the state anchoring technique is used, albeit with Booleans and not integers.

A ghost map of acceptors called ghostacp perform the same function as the one in the proposer class except that this stores the acceptor object itself. Since the proposer does not have the capacity to keep track of all the acceptors, where some might not answer, that will be the task of this map. It is unfortunately not used yet, but from what I have learned so far, I suspect it will be required in order to finish the proof.

Most of the methods are simply wrappers for the underlying Paxos objects in the same manner as in the Interface class of the first project. You can see that these methods does not use state anchoring as it requires one to pass the known state as an argument. We must check the state inside the method and thus we cannot guarantee the state being unchanged after returning. If this later turns out to be necessary, a new solution must be discovered.

There is currently nothing in place to prevent the addition of acceptors in the middle of establishing consensus. This is disruptive of the algorithm and may cause replica desynchronization by lost consensus. Removal of unresponsive agents must be allowed however, but once an acceptor is removed, the new majority threshold must be recalculated and collected responses must be compared again. Consider a majority of answers is received and one might not receive any more. If the comparison was skipped, the algorithm would stall, not knowing if a majority was already attained. This is currently only mentioned in the code as TODO comments.

Compiler bugs and issues due to language features are quite often indistinguishable to the novice. The former tends to appear sporadically and not disappearing before one has painstakingly worked around the problem. Changing unrelated code seems to remove most of them, so when an issue has been circumvented, one might want to revisit the code after some time if one suspects it was a bug.

One such an example was the missing ‘’Length” method, as stated by the compiler error, for the Dafny syntax |myVar| for both sets and maps. It caused a lot of unsightly workarounds with sequences as a replacement. These are still visible in the v0.2 source. The syntax was evidently correct, but the code did not work from the onset, and I figured that’s just the state of the language at this point. By chance I decided to change it back to a set for one of the methods after working on other parts of the code and it strangely worked again.

Another time, this situation arose where a clearly unique variable were supposedly declared twice

Error: more than one declaration of variable name: a#5

set a | a in this.mymap :: this.mymap[a]

I found no documentation of what the error messages are supposed to mean unfortunately, and it kept me occupied for days. Again, working with other parts of the code (although without the luxury of verification as the syntax error stopped the process) the issue disappeared after a while. This is not entirely unexpected as Dafny is still in an experimental development stage.

6.5

Conclusion

Future work

Finish proof,  
Implement fast/multi-paxos,  
Screw Dafny - Implement verification in an IDE
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# Related work

<this requires expansion>

Raft,

Verve, certify functional correctness, information isolation and proper security standards without disclosing source code.

vgo
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