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# Text Simplification: Leveraging QA-based lexical simplification and Structural Rule-based Controlled Text Generation

We propose an end-to-end framework for domain-independent sentence-level text simplification. The main objective is to combine text pre-processing for lexical simplification and controlled text generation[1] techniques for structural simplification while also preserving the semantics of the sentence. We plan to use open-domain datasets such as WikiSmall and WikiLarge. For the text pre-processing component, we propose a new approach to lexical simplification not tried in past literature in this context. This was inspired by [5]. Our technique involves question-answering-based POS tagging of tokens which would be our identified tokens of high importance, where we frame questions from different perspectives covering the who, when, and how aspects. Framing the right questions is a challenging task. These identified important tokens would then be masked at random up to a threshold percentage and fed into Large Language Models (LLMs) for filling in using the surrounding context. We expect this approach of pre-processing to be a feasible alternative to techniques used in identifying and replacing complex terms in past literature [4]. The output from this text preprocessing component would be fed into the controlled text generation component for structural simplification. We plan to start with a sequence-to-sequence model unless we land on a better approach later during the development of the framework. The idea is similar to the machine translation technique, which is widely used in previous works[2, 3]. But in our case, we input a complex English sentence along with some rules on structural characteristics such as the relative placement of different POS tags. The output would be a simpler English sentence preserving the overall meaning of the original sentence. The main challenge here is to research sentence structures to come up with these rules.

The proposed framework would be evaluated from multiple aspects. First, we evaluate the simplicity and readability of the generated sentence using Flesch-Kincaid Grade Level and SARI[6]. The second aspect is to test how similar the generated simplified text is to the original input sentence. For this, we plan to employ either statistical similarity testing or LLM-based measure depending on the text generation approach employed. Finally, the applicability of the solution would be tested in both domain-independent and domain-specific environments such as sentences from Legal Case Files and Medical Articles.
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