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摘 要

数据结构与算法的实验选取典型题目，涵盖线性表、堆栈、迷宫、哈夫曼树/编码、树的遍历、排序等为主要知识点的六个题目，目的是进一步巩固知识点，锻炼、提高学生的编码能力，能完成从理论到实践的转变。

实验内容主要包括：单个与多个线性表的排序，判断字符串左右括号是否相等，用两种方法求解迷宫问题，构造哈夫曼树和哈夫曼编码，二叉树先序遍历的递归算法与非递归算法，以及排序的多种算法。

最终程序能正常运行，且代码精简，效率较高。
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# 1 实验目的和意义

## 1.1 实验目的

本实验通过六个小实验，从不同的知识点出发，使学生对线性表、堆栈、队列、树、排序等相关算法有一个更深的认识，理论结合实际，锻炼学生的代码能力，对数据结构更加熟悉，掌握度更高。

## 1.2 实验意义

理论知识固然重要，但是仅有理论知识并不够。作为软件专业的学生，更需要动手写代码的能力，需要掌握数据结构的基本知识，对基本的概念，如线性表、堆栈、队列、树等需要有熟练的掌握程度。而选取典型的实验，就是为了在实践过程中让学生更熟练的掌握基本知识，学以致用。

# 2 实验设计

## 2.1 概述

第一个题目是有关线性表的算法，根据两个数组A, B建立两个飞递件有序单向链表，然后合并成一个非递减链表；第二个题目是堆栈，判断输入的字符串是否匹配；第三个题目是迷宫问题，用栈方法、队列方法、图搜索方法和递归回溯方法中的任意两种求解；第四个题是给定序列，构造哈夫曼树，输出哈夫曼编码；第五个题目是对采用二叉链表存储的二叉树实现先序遍历的递归算法和非递归算法；第六个题目是至少采用三种不同类型的排序算法，在排序数为100时输出结果，为10,000、100,000时输出排序时间，比较性能。

## 2.2 实验原理

### 2.2.1 线性表

第一个题目，首先建立线性表，这里采取链式存储结构。然后对其进行递增的排序。首先创建结点 p 指向头结点指针 L的第二个结点，构造一个只含有一个数据结点的有序单链表，且用结点 q 来保存 p 后面的结点。然后，将pre指向前驱结点。如果第一个结点（pre->next）的值比 p 的小，那么将 pre 指向下一个结点的前驱结点，即 pre = pre->next; 并且，将 pre 指向的结点之后插入 p 结点，即 pre->next = p->next; pre->next = p; 最后，将 p 后移，即 p = q; 扫描余下的结点，直到链表为空。

合并两链表时，分三种情况，第一种，两个有序单链表 A, B 的指针 pa, pb 都不为空，这时再分两种情况依次比较两链表的结点的值，将若 A 的结点 pa 的值比 B 的 pb 所指向的值小，则将这个值存入新的链表 C 的结点 pc 中，并将 pa, pc 指针后移，依次循环；第二种，pa 为空，则将 pb 的值依次赋给 pc，因为是有序单链表，所以无需排序；第三种，pb 为空，同理第二种。这样，链表 C 就是合并后的有序递增单链表。

### 2.2.2 堆栈

第二题，判断左右括号是否匹配。原理为栈。依次扫描表达式的字符，分为两种情况，第一种，如果是左括号‘(’，则将其进栈，继续扫描；第二种，如果是右括号‘)’，则需得到栈顶元素，根据“先进后出”原则，如果栈顶元素是‘(’，则出栈，继续扫描，反之，则不匹配。此外，需要记录左括号‘(’和右括号‘)’的数量，在扫描完后，栈如果不为空或者两者数量不相等，则都说明不匹配。

### 2.2.3 迷宫问题

第三题，迷宫问题。这里采用栈和队列两种方式。建立二维数组，用“0”表示可行，用“1”表示不可走。

①第一种，栈，深度优先。将起始位置 (xi, yi) 设置为 -1, 并将其进栈，表示已经走过，避免重复走到该方块。从此时开始，栈不为空的情况下，取栈顶元素，判断其是否是出口坐标。若是，则将其所有元素出栈并存入一个一维数组中，再将一维数组元素输出。这是根据栈“先进后出”的原理，使得输出的顺序是从起始方块到出口方块的路径。如果此栈顶元素不是出口，则设置寻找路径的顺序，假设依次从右、下、左、上来寻找路径，那么用 di (初始值为 -1，每次寻找可走方位时 + 1，因此 0 <= di <= 3) 来标记这个方位。找到一个可走方块后，将其进栈，且标记该点为 -1。依此循环，直到终点或没有可走方块。对于后者，找不到可走方块时，退栈，再取栈顶元素，寻找新的路径。这里需要注意的是，由于在进栈时已标记过 di 的值，这时再次寻找方位时 di 在之前的基础上增 1，因此避免了走相同路径的可能。按上述步骤循环，找到出口时则可以输出路径，找不到时则说明路径不存在。

②队列，广度优先。根据队列“先进先出”的原则，首先将起始坐标入队，同样地，将坐标标记为 -1。而这里不同的是，采用 pre 来记录上一个方块在队列中的下标，并将起始方块 pre 标记为 0。和前一种方法类似，也是在队列不为空的情况下，出队列元素，判断是否是终点，如果是，则输出路径；反之，寻找此出队元素四个方位中所有可走方块，依次进队，同时将队头指针赋给 pre，记录下前一个方块（由于进队方块是由于出队方块寻找的相邻可走的路径，那么方块出队后 队头指针后移，其实指向的就是出队方块，也就是当前进队方块的上一个路径），并将此点的值赋为 -1，避免重复进队。循环以上过程，直至找到出口。找到后，回溯 pre，找到其上一个方块，直至为起始方块。这样，路径就可以输出了。若不能输出，则说明无可通路径。

### 2.2.4 哈夫曼树、哈夫曼编码

首先需要构造哈夫曼树。其原理是，选取当前无双亲的结点中，权重最小的两个结点，分别作为左右结点，并将两个结点的权重之和作为其双亲结点。依此循环，直至构建完毕。在书写代码时，总结点数为叶子节点数 n0 的两倍减一（即 (2 \* n0 - 1)，n0 可为数组元素的个数）。并将所有结点的双亲结点、孩子结点赋初值为 -1。共有两层循环，第一层循环为构造双亲结点，范围为(n0 <= 双亲结点 < 2 \* n0 – 2, 共 (n0 – 1) 个)。第二层循环为找到权重最小的两个元素，将其作为左右结点。用 min1, min2 分别标记当前左右结点的权重，若下一个无双亲结点的权值比 min1 小，则将它作为左结点，其权值赋给 min1，并将前一个左结点变为右结点，min1 赋给 min2。同理，若结点权值比 min2 小，则将其作为右节点，并把权值赋给 min2。找到最小的两个结点（即第二层循环完成）后，再构造他们的双亲结点，其权值为两者之和，并分别给左右孩子结点、双亲结点赋值。接着进入下一次循环，直至哈夫曼树构建完毕。

哈夫曼编码时，从最开始的叶子结点（即初始给定数组）顺序依次遍历，在其有双亲结点的情况下，找到其双亲结点并判断此结点是左孩子还是右孩子。若是左孩子，则编码为“0”，若是右孩子，则编码为“1”。依此循环，一层一层找到双亲结点并判断左右孩子，分别赋“0”或“1”。值得注意的是，由于编码是逆向的，因而顺序是反的。这里采用 start 标记。初始时 start 为 n0，然后每增加一个编码，start 减一，这样就使得哈夫曼码里的顺序是正向的了，且哈夫曼码为 [start … n0]。

### 2.2.5 二叉树的先序遍历

第五题，给定一个字符串，假设为“A(B(D(, G)), C(E, F))”。首先创建二叉树。依次遍历字符，若为，则说明接下来的是左孩子结点，用 k 标记为 0，并将前一个结点进栈；若为‘,’，则将要处理右孩子，k = 1；若为‘)’，则说明已遍历完右孩子结点，出栈；其他情况，全为字符，则创建新结点，赋好初值后，根据 k 的值判断其是左孩子还是右孩子，并将栈顶结点的左孩子或右孩子指向此结点。需要注意的是，刚开始时，栈顶元素为空，需要将新建的结点（此情况为‘A’）作为根节点，并接着遍历下一个字符。

先序遍历的递归算法，先遍历根结点，再分别遍历左孩子结点、右孩子节点。

递归算法，用栈进行存储，在栈不空的情况下，先将根结点进栈。再出栈，根据“先进后出”的原则，若有右孩子，则先将右孩子进栈，若有左孩子，再将左孩子进栈。这样，出栈顺序即为先序遍历的顺序了。

### 2.2.6 排序问题

对数组 R[] 进行递增排序。

① 直接插入排序：取待排序的数组元素 R[i]，用 temp 记录当前 R[i]的值，一般从 i = 1 开始，依次与前面的元素进行比较，并将前面的元素从 i - 1依次往后挪一个，直到 R[i] 的值比待挪动的元素的值小。最后将 temp 放到此处。一直循环到数组元素为空为止。

② 折半插入排序：元素分为有序区 [0…(i - 1)] 和无序区 [i…(n - 1)]，选取 R[i]，将其与有序区中的值进行比较。比较方法为：取 low 初始值为 R[0] 的值，high 为 R[i-1]，mid 为 (high - low) / 2。若 R[i] 的值比 mid 大，则 low = mid；反之，high = mid，再进行 mid 与 R[i] 的比较。直到找到插入位置。找到后，与直接插入排序类似，有序区中插入位置之后的元素依次后挪，最后将此 R[i] 放到插入位置。进行下一轮循环。

③ 希尔排序：将数组元素分为 d 组，一般为 (总数n / 2)，每隔 d 个元素的元素为一组进行比较。比较方法与直接插入排序类似，差别在于，一组中的间隔不为 1，而是 d。依此循环，d = n / 2；直到 d = 0。

④ 冒泡排序：把

## 2.3 实验方案