МИНИСТЕРСТВО ОБРАЗОВАНИЯ И НАУКИ РОССИЙСКОЙ ФЕДЕРАЦИИ

Федеральное государственное автономное образовательное учреждение высшего образования   
**«Нижегородский государственный университет им. Н.И. Лобачевского»**

**Национальный исследовательский университет**

#### **Институт информационных технологий, математики и механики**

#### **Кафедра: Математического обеспечения**

#### **и суперкомпьютерных технологий**

Направление подготовки: «Фундаментальная информатика

и информационные технологии»

**МАГИСТЕРСКАЯ ДИССЕРТАЦИЯ**

Тема:

**«Инструментальная СИАД. Разработка библиотеки нейросетей»**

Заведующий кафедрой: Выполнил:

д.ф.-м.н., проф., студент группы 8403

Стронгин Роман Григорьевич Смирнов Михаил Александрович

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ подпись подпись

Научный руководитель:

к.т.н., доц.,

Карпенко Сергей Николаевич

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

подпись

Нижний Новгород  
20\_\_

Оглавление

[Введение 3](#_Toc438055573)

[Список литературы 5](#_Toc438055574)

# Введение

Повсеместное использование электронных вычислительных средств во многих сферах деятельности человека привело к стремительному росту объемов хранимой и обрабатываемой информации. Общество генерирует гигабайты текстовых файлов, видео, фото и аудио-контента ежедневно благодаря тесной интеграции всемирной сети «Интернет» в его жизнь. Однако большая часть производимой обществом информации находится в «сыром», не стандартизованном, сложном для анализа виде. Такую информацию принято называть **данными** [1]. Их анализ представляет собой довольно трудоемкую задачу: данные разнородны, содержат большое количество внутренних зависимостей, ошибок и**шума** (информации, не влияющей на результат анализа).

**Интеллектуальный анализ данных** (англ. Data Mining) занимается извлечением неявной, ранее неизвестной и потенциально полезной информации из больших наборов данных [1, 2]. Для этого применяются различные алгоритмы **искусственного интеллекта** [3] и **машинного обучения** [4]: нейронные сети [5], деревья решений [6], метод опорных векторов, случайный лес [7], байесовские сети и т.д. Эти методы хорошо зарекомендовали себя при решении трудно формализуемых задач [3, 8-10], к каким относится и задача выявления полезной информации в любой области знаний. Интеллектуальный анализ данных успешно применяется, например, при диагностике и предсказании сердечно-сосудистых заболеваний [11, 12], увеличении продаж на рынке мобильных телекоммуникаций [13], предсказании мест возникновения аварий [14], оценки индивидуальных лекарственных доз [15], анализе следственных версий [16].

Решению задачи анализа данных предшествуют стадии сбора и предобработки данных, выбора модели решения задачи и подбора ее параметров – **обучения** модели [4]. Большинство современных авторов работ в области интеллектуального анализа данных исследуют возможность использования того или иного метода решения задачи применительно к имеющимся данным; основой их работ является описание совершённых над исходными данными преобразований для улучшения предсказательных способностей решающей модели. Однако данные преобразования являются, в большинстве своем, эффективными только в рассматриваемой автором предметной области. Правда, существуют исследования, выявляющие правила предобработки данных, способствующие повышению эффективности моделей [17, 18]. Но попыток формулирования фундаментальных правил выбора наилучшей модели для решения задач конкретного класса не наблюдается. Большинство работ описывают достижения в решении задач классификации, кластеризации и восстановления зависимости. Некоторые работы предлагают эффективные решения задач анализа временных последовательностей [17]. Каждая из этих работ предлагает способы предобработки данных и обучения конкретной модели; но не делается попытки сравнения и анализа эффективности использования различных методов для решения конкретной задачи.

Эффективность применения методов интеллектуального анализа данных в самых разных научных и прикладных областях способствовало созданию множества различных программных средств и инструментов, позволяющих упростить проведение экспериментов и решение задач [19, 20]. Были сформулированы новые техники обработки больших массивов данных (например, использование распределенной структуры проведения вычислений в облачных серверах для обработки больших объемов данных [21]), новые методы обучения моделей и решения задач (глубокое обучение [22, 23]). Однако современные программные средства интеллектуального анализа данных нацелены на получение максимального результата для выбранного пользователем метода решения задачи.

Цель данной работы заключается в создании библиотеки нейронных сетей в рамках разработки инструментальной системы интеллектуального анализа данных (ИСИАД). Данная система разработана в команде (в которую также входит автор данной работы). ИСИАД включает в себя несколько различных методов решения задач (библиотека нейронных сетей, деревья решений) и алгоритмов обучения. Эта система автоматизирует процесс выбора наилучшей модели для решения задач **классификации** и **восстановления зависимости** [24]. Таким образом, актуальность данной работы состоит, во-первых, в упрощении использования методов интеллектуального анализа данных для решения поставленных задач: пользователь данной системы не обязан быть экспертом в области интеллектуального анализа данных, т.к. он не должен выбирать метод решения задачи вручную. Во-вторых, система актуальна с исследовательской стороны, т.к. для решения одной задачи будут применяться различные модели, методы обучения задачи и алгоритмы предобработки данных, будут доступны для анализа их параметры и мера эффективности каждой обученной модели. Автор данной работы надеется, что это поспособствует исследованию сравнительной эффективности методов при решении целых классов задач.
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