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**Описание предметной области**

Машинное обучение – это область исследования ИИ, связанная с изучением алгоритмов, которые могут обучаться на данных и выполнять задачи без явных инструкций.

Small Sample Learning и Few-Shot Learning – методы машинного обучения, использующие небольшие наборы входных данных для обучения.

Few-Shot Object Detection – задача компьютерного зрения, которая включает в себя обнаружение объектов на изображениях в режиме ограниченных обучающих данных.

**Недостаток (Gap)**

Обучение на небольших наборах данных может привести к проблемам и неточностям в работе нейросети. Ни один из предложенных методов не решает проблему целиком.

**Идея**

Создание нового метода, который объединял бы в себе преимущества уже существующих методов, но был бы лишён их недостатков, обладая более высокой надёжностью и производительностью и позволяя нейросетям эффективно выявлять закономерности даже в самых небольших выборках.

**Краткий обзор текста**

В современном мире всё динамически меняется, в связи с чем далеко не всегда есть возможность в сборе и анализе огромного числа схожих ситуаций, используемых потом для обучения нейросетей. На этой почве вполне естественно выросла идея обучения систем ИИ анализировать малые наборы входных данных, находя в них закономерности.

Было проведено исследование и анализ статей на эту тему. Было выявлено, что при решении задач машинного обучения на небольшом наборе входных данных используются различные методы, к ним относятся Small Sample Learning, Few-Shot Object Detection и Few-Shot Learning. К Small Sample Learning относятся: распознавание лица на основе линейного программирования[1]; использование имеющихся данных для облегчения изучения новых классов[2]; метод “BiasMap”, который предназначен для решения проблемы асимметрии между положительными и отрицательными примерами[3]; концептуальное обучение и обучение на опыте[4]. Few-Shot Object Detection: обнаружение объектов с помощью нескольких кадров[5]; детектор объектов, который может обнаруживать новые объекты на основе нескольких примеров, используя мета-признаки[6]; обнаружение объектов с использованием PRN , детектора множественных связей и стратегии контрастного обучения[7]; использование настройки тонкого уровня существующих детекторов[8]; распознование объектов с использованием контрастивного обучения и представлений объектов[9]. Few-Shot Learning: обучение на основе графов[10]; zero-shot learning[11]; мета-трансферное обучение[12][13]; прототипические сети[14].

Все указанные методы направлены на устранение проблем и неточностей, которые могут возникнуть у нейросети при работе с небольшими наборами данных. Несмотря на это, ни один из них не справляется со своей задачей полностью.

В результате возникает необходимость либо доработки уже существующих методов, либо создание нового метода, который бы учитывал их недостатки, обладал более высокой надёжностью и производительностью и позволял бы нейросетям эффективно выявлять закономерности даже в самых небольших выборках.
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