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**1 Introduction**

**1.1 Research Question**

How neural networks help predict the coat of cats using both categorical features and visual features.

**1.2 Background**

Classification problems are a popular topic in areas of machine learning nowadays. The neural network is feed with several images and outputs a specific label or labels for classification. However, what if we have extra information about the labels? For example, if we want to predict the price of a house based on an image and numerical values such as the number of rooms, levels, and location, there is a problem that numerical, categorical, and image features are trained well on different neural network architectures respectively. In this research, we will make a neural network with two input layers, one is for categorical features, and another is for images when predicting the coat of cats.

**1.3 Datasets**

Cat Breeds Dataset from https://www.kaggle.com/ma7555/cat-breeds-dataset

It is a dataset which contains a csv data and a bunch of images. The csv data includes categorical features such as age, gender, breed, coat and size of a cat, where each instance belongs to a single cat with related images.

**1.4 Machine Learning Libraries Used In The Research**

Tensorflow: A well-known open-source library for machine learning.

Keras: An open-source library that provides extra features to tensorflow. It offers an interface user can access to make artificial neural networks with many toolkits.

Scikit-learn: A free machine learning library that offers many algorithms in data analysis.

**2 Methodology**

**2.1 Data Analysis**

@TODO Find and describe problems in the datasets. Should we normalize data? Should we generate new attributes? How graphs look like? Analysis.ipynb

Missing values

Correlation map

A little number of images about a specific category (coat 4->3)

Etc.

**2.2 Data Preprocessing**

@TODO Flatten, Normalize data etc. based on 2.1

**2.3 Neural Network Model**

@TODO NN architectures

**2.4 Training, Testing and Validation**

@TODO Plot some graphs, including testing and evaluation.

**2.4 Hyperparameters Tuning**

@TODO Testing different set-up for the net, including number of neurons, number of layers, learning rate, activation function etc.

**3 Results**

@TODO Figures

**4 Discussion**

@TODO Read from 3

**5 Conclusion**

@TODO Conclusion
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