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# Overview

Using devices such as Jawbone Up, Nike FuelBand, and Fitbit it is now possible to collect a large amount of data about personal activity relatively inexpensively. These type of devices are part of the quantified self movement - a group of enthusiasts who take measurements about themselves regularly to improve their health, to find patterns in their behavior, or because they are tech geek. One thing that people regularly do is quantify how much of a particular activity they do, but they rarely quantify how well they do it. There is some popular dataset related to accelerometers on the belt, forearm, arm, and dumbell of 6 participants (available at [***http://groupware.les.inf.puc-rio.br/har***](http://groupware.les.inf.puc-rio.br/har)). They were asked to perform barbell lifts correctly and incorrectly in 5 different ways.

This analysis will construct a model for describing and predicting body performance according to movements on the belt, forearm, arm and dumbell of any person, given a set of data.

# Exploratory data analysis

We will use ***two different datasets***, one for training and other for testing our model. The first dataset is composed of 19622 rows and 160 columns; the final column contains our outcome variable, with the following body performance values (see Appendix, code chunk #1):

* Exactly according to the specification (Class A)
* Throwing the elbows to the front (Class B)
* Lifting the dumbbell only halfway (Class C)
* Lowering the dumbbell only halfway (Class D)
* Throwing the hips to the front (Class E)

## Warning: package 'ISLR' was built under R version 3.1.3

## Warning: package 'ggplot2' was built under R version 3.1.3

## Warning: package 'caret' was built under R version 3.1.3

## Loading required package: lattice

## Warning: package 'randomForest' was built under R version 3.1.3

## randomForest 4.6-10  
## Type rfNews() to see new features/changes/bug fixes.

Class distribution for our training data is as shown below (see Appendix, code chunk #2):

Our testing dataset is composed of 20 rows and 160 columns, without any valid value for our outcome variable.

# Data preparation

Since we have 160 variables involved in our training data, and we also have lots of null values in or test data, we need to perform several pre-processing steps in order to reduce the variable set as well as guarantying that our model will be able to predict test cases in a correct way. After applying operations such as elimination of variables in the training set for which there existed no value in the test set, replacing null values in the training set with mean values for the respective column, and standardizing our data, we finally obtain the following ***52 variables along with our class variable*** (see Appendix, code chunk #3):

## [1] "roll\_belt" "pitch\_belt" "yaw\_belt"   
## [4] "total\_accel\_belt" "gyros\_belt\_x" "gyros\_belt\_y"   
## [7] "gyros\_belt\_z" "accel\_belt\_x" "accel\_belt\_y"   
## [10] "accel\_belt\_z" "magnet\_belt\_x" "magnet\_belt\_y"   
## [13] "magnet\_belt\_z" "roll\_arm" "pitch\_arm"   
## [16] "yaw\_arm" "total\_accel\_arm" "gyros\_arm\_x"   
## [19] "gyros\_arm\_y" "gyros\_arm\_z" "accel\_arm\_x"   
## [22] "accel\_arm\_y" "accel\_arm\_z" "magnet\_arm\_x"   
## [25] "magnet\_arm\_y" "magnet\_arm\_z" "roll\_dumbbell"   
## [28] "pitch\_dumbbell" "yaw\_dumbbell" "total\_accel\_dumbbell"  
## [31] "gyros\_dumbbell\_x" "gyros\_dumbbell\_y" "gyros\_dumbbell\_z"   
## [34] "accel\_dumbbell\_x" "accel\_dumbbell\_y" "accel\_dumbbell\_z"   
## [37] "magnet\_dumbbell\_x" "magnet\_dumbbell\_y" "magnet\_dumbbell\_z"   
## [40] "roll\_forearm" "pitch\_forearm" "yaw\_forearm"   
## [43] "total\_accel\_forearm" "gyros\_forearm\_x" "gyros\_forearm\_y"   
## [46] "gyros\_forearm\_z" "accel\_forearm\_x" "accel\_forearm\_y"   
## [49] "accel\_forearm\_z" "magnet\_forearm\_x" "magnet\_forearm\_y"   
## [52] "magnet\_forearm\_z" "classe"

As a second pre-processing step, we performed ***principal-component analysis (PCA)***, in order to obtain a reduced set of variables for our model (see Appendix, code chunk #4).

# Prediction model

For our prediction model, and because of its theoretical high accuracy, we select ***random forests*** as our technique. We apply repeated cross-validation with the idea of obtaining a more accurate and less overfitted model. Our model accuracy resulted to be very high (see Appendix, code chunk #5):

##   
## Call:  
## randomForest(formula = finalTraining$classe ~ ., data = trainPC, trControl = fitControl)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 5  
##   
## OOB estimate of error rate: 1.65%  
## Confusion matrix:  
## A B C D E class.error  
## A 5550 8 14 5 3 0.005376344  
## B 52 3709 30 0 6 0.023176192  
## C 5 32 3361 23 1 0.017825833  
## D 6 0 93 3113 4 0.032027363  
## E 0 8 20 14 3565 0.011644026

A graphic representation of our random forests model is as shown below (see Appendix, code chunk #6): ![](data:image/png;base64,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)

We test it with our testing data, for which we don't know classes values (we assigned class A only for testing purposes), and we obtain the following predictions (see Appendix, code chunk #7):\*

##   
## A B C D E  
## A 8 5 2 3 2

\*We obtained 19/20 correct predictions in the programming assignment presented along with this report, thus obtaining an out-of-sample error of only 0.05.

# Conclusion and final remarks

As part of this experiment, ***we built a random forests model for predicting body performance according to a set of measures over human body***. Our model implied, besides availability of data, several pre-processing steps such as removing nulls, standardizing variables and performing PCA.

# APPENDIX

* Code chunk #1

library(ISLR)  
library(ggplot2)  
library(caret)  
library(randomForest)  
  
#READING DATA  
training<-read.csv("pml-training.csv")  
validation<-read.csv("pml-testing.csv")

* Code chunk #2

counts <- table(training$classe)  
barplot(counts,main="Weight Lifting Exercise", names.arg=c("A", "B", "C", "D", "E"), col=c("green", "blue", "yellow", "orange", "red"))

* Code chunk #3

#PRE-PROCESSING DATA  
  
#Divide by numeric and factor variables  
numericValidation<-validation[sapply(validation,is.numeric)]  
vars<-colnames(training) %in% colnames(numericValidation)  
  
numericTraining <- training[vars]  
  
vars2<-colnames(numericValidation) %in% colnames(numericTraining)  
numericValidation <- numericValidation[vars2]  
  
factorTraining <- training[sapply(training,is.factor)]  
  
factorValidation <- validation[sapply(validation,is.factor)]  
  
#Replace missing values  
#columns and their means  
for(i in 1:ncol(numericTraining)){  
 numericTraining[is.na(numericTraining[,i]), i] <- mean(numericTraining[,i], na.rm = TRUE)  
 numericValidation[is.na(numericTraining[,i]), i] <- mean(numericTraining[,i], na.rm = TRUE)  
}  
  
#Since most of the variables have large standard deviations, standardizing all numeric variables  
preObj<-preProcess(numericTraining,method=c("center","scale"))  
numericTraining<-predict(preObj, numericTraining, )  
  
preObj<-preProcess(numericValidation,method=c("center","scale"))  
numericValidation<-predict(preObj, numericValidation, )  
  
#Since all of the factor variables seem to be noise, or identifiers, they are removed from analysis  
finalTraining<-cbind.data.frame(numericTraining,factorTraining$classe)  
colnames(finalTraining)[57]<-"classe"  
finalTraining<-as.data.frame(finalTraining)  
  
#Remove useless columns  
finalTraining<-finalTraining[,-1]  
finalTraining<-finalTraining[,-1]  
finalTraining<-finalTraining[,-1]  
finalTraining<-finalTraining[,-1]  
  
finalValidation<-as.data.frame(numericValidation)  
#finalValidation<-as.numeric(finalValidation)  
finalValidation$classe<-c("A","A","A","A","A","A","A","A","A","A","A","A","A","A","A","A","A","A","A","A")  
finalValidation$classe<-as.factor(finalValidation$classe)  
finalValidation<-finalValidation[,-1]  
finalValidation<-finalValidation[,-1]  
finalValidation<-finalValidation[,-1]  
finalValidation<-finalValidation[,-1]  
  
names(finalValidation)<-names(finalTraining)  
  
#Our final variables are...  
names(finalTraining)

* Code chunk #4

#Preprocessing  
preProc<-preProcess(finalTraining[,-53], method="pca", na.remove=T)  
trainPC<-predict(preProc, finalTraining[,-53])

* Code chunk #5

#CV  
fitControl <- trainControl(method = "repeatedcv",number = 10,repeats = 10)  
  
#PREDICTING (with PCA)  
set.seed(825)  
modelFit<-randomForest(finalTraining$classe ~ ., data=trainPC, trControl=fitControl)  
modelFit

* Code chunk #6

plot(modelFit, log='y')  
legend("right", colnames(modelFit$err.rate),col=1:4,cex=0.8,fill=1:4)

* Code chunk #7

testPC<-predict(preProc, finalValidation[,-53])  
table(finalValidation$classe, predict(modelFit, testPC))