1. Things seem to start working for both with and without negative rewards after removing the relative-position vector from the input state. (folder – 0)
2. **(Backup-1)** Trained with positive rewards only (rewards clipped from 0 to 2), and reward for discovering new patch added on top of the clipped reward. This seems to learn to collect berries, and does collect about 156 berries in eval after episode 160. But after this the policy seems to degrade (learning rate too high? Or side effect of no rewards or side effect of positive rewards only?).  
   Also note that in this run, the exploration subroutine works in the following way:
   1. **Case-1** The agent is inside the patch with berries visible: The subroutine when invoked will take the same action that it would have taken if invoked outside the patch but only for a single step.
   2. **Case-2** The agent is outside the patch OR no berries are visible: The subroutine does its ***random exploration until it goes inside a patch with berries visible***.

What I noted about this agent that it would not even exploit the current patch. There was too much probability of the agent wondering near the edge of the patch to jump into the exploration subroutine.

1. **(Backup-2)** Again trained with positive rewards only (clipped in range 0 to 2) with reward for discovering new patch added on top. This again learned to collect berries. The policy of the evaluation fluctuated. ***But it learned to exploit the patches nicely.*** The reason that it did so is I think is the modified exploration subroutine.

The exploration subroutine is as:

* 1. **Continues** the random exploration only until no berries are visible.
  2. **So, the agent cannot activate the exploration for anywhere berries are visible.**
  3. Also, when the random exploration stops – it will almost always stop short of the patch border because berries will be visible even before entering the patch. Agent will need to need to walk into the patch (10s of actions!). Thus, the reward for subroutine is delayed.

I noticed that in evaluation (after many episodes of training) the agents do not want to even use the exploration subroutine!

1. **(Backup-3)**