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#Summary

1. If the new client does not obtain a personal loan, it would be counted as zero.
2. K=3 provides the ideal balance between disregarding predictor information and overfitting.
3. The confusion matrix for the validation data, which used the best K and parameters like TP=142, TN=1786, FP=63, and FN=9 with accuracy of 0.964, can be found below.
4. The customer would be categorized as 0, declines the personal loan after using the best K.

Due to the distinct functions and properties of training, validation, and test sets, differences in confusion matrices should be anticipated. Disparities could be a sign of possible problems like over fitting or different data collection.

It’s essential to keep an eye on these variations and make corrections to guarantee that the model generalizes effectively to new data.

Over fitting: A model may perform remarkably well on training data but poorly on fresh data if it fits the training data too closely.

Variability: There may be small differences in performance metrics between the validation and test sets due to randomness in the data and the model training process.

Data Representatives: Performance variations may occur if the test or validation sets are not representative of the total distribution of data.

##Problem Statement

Universal bank is a young bank growing rapidly in terms of overall customer acquisition. The majority of these customers are liability customers (depositors) with varying sizes of relationship with the bank. The customer base of asset customers (borrowers) is quite small, and the bank is interested in expanding this base rapidly in more loan business. In particular, it wants to explore ways of converting its liability customers to personal loan customers.

A campaign that the bank ran last year for liability customers showed a healthy conversion rate of over 9% success. This has encouraged the retail marketing department to devise smarter campaigns with better target marketing. The goal is to use k-NN to predict whether a new customer will accept a loan offer. This will serve as the basis for the design of a new campaign.

The file UniversalBank.csv contains data on 5000 customers. The data include customer demographic information (age, income, etc.), the customer’s relationship with the bank (mortgage, securities account, etc.), and the customer response to the last personal loan campaign (Personal Loan). Among these 5000 customers, only 480 (= 9.6%) accepted the personal loan that was offered to them in the earlier campaign.

Partition the data into training (60%) and validation (40%) sets

###Data Import and Cleaning

First, loading the libraries

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

#Read the data.

universal.df <- read.csv("C:/Users/user/OneDrive/Documents/UniversalBank (2).csv")  
dim(universal.df)

## [1] 5000 14

t(t(names(universal.df))) # The t function creates a transpose of the dataframe

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

getwd()

## [1] "C:/Users/user/Downloads/Assignment\_1\_FML/Assignment\_2"

#Drop ID and ZIP

universal.df <- universal.df[,-c(1,5)]

#Split Data into 60% training and 40% validation. #There are many ways to do this. We will look at 2 different ways. Before we split, let us transform categorical variables into dummy variables

# Education needs to be converted to factor  
universal.df$Education <- as.factor(universal.df$Education)  
  
# Now, Assigning Education to Dummy Variables  
  
groups <- dummyVars(~., data = universal.df) # This creates the dummy groups  
universal\_m.df <- as.data.frame(predict(groups,universal.df))  
  
  
set.seed(1)   
# Important to ensure that we get the same sample if we rerun the code  
  
train.index <- sample(row.names(universal\_m.df), 0.6\*dim(universal\_m.df)[1])  
valid.index <- setdiff(row.names(universal\_m.df), train.index)   
train.df <- universal\_m.df[train.index,]  
valid.df <- universal\_m.df[valid.index,]  
t(t(names(train.df)))

## [,1]   
## [1,] "Age"   
## [2,] "Experience"   
## [3,] "Income"   
## [4,] "Family"   
## [5,] "CCAvg"   
## [6,] "Education.1"   
## [7,] "Education.2"   
## [8,] "Education.3"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

#Now, let us normalize the data

train.norm.df <- train.df[,-10] # Note that Personal Income is the 10th variable  
valid.norm.df <- valid.df[,-10]  
  
norm.values <- preProcess(train.df[, -10], method=c("center", "scale"))  
train.norm.df <- predict(norm.values, train.df[, -10])  
valid.norm.df <- predict(norm.values, valid.df[, -10])

###Questions

Consider the following customer:

1. Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1, and Credit Card = 1. Perform a k-NN classification with all predictors except ID and ZIP code using k = 1. Remember to transform categorical predictors with more than two categories into dummy variables first. Specify the success class as 1 (loan acceptance), and use the default cutoff value of 0.5. How would this customer be classified?

# We have converted all categorical variables to dummy variables  
# Let's create a new sample  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)

# Normalize the new customer

new.cust.norm <- new\_customer  
new.cust.norm <- predict(norm.values, new.cust.norm)

#Now,let us predict using knn

knn.pred1 <- class::knn(train = train.norm.df,   
 test = new.cust.norm,   
 cl = train.df$Personal.Loan, k = 1)  
knn.pred1

## [1] 0  
## Levels: 0 1

1. What is a choice of k that balances between overfitting and ignoring the predictor information?

# Calculate the accuracy for each value of k  
# Set the range of k values to consider  
  
accuracy.df <- data.frame(k = seq(1, 15, 1), overallaccuracy = rep(0, 15))  
for(i in 1:15) {  
 knn.pred <- class::knn(train = train.norm.df,   
 test = valid.norm.df,   
 cl = train.df$Personal.Loan, k = i)  
 accuracy.df[i, 2] <- confusionMatrix(knn.pred,   
 as.factor(valid.df$Personal.Loan),positive = "1")$overall[1]  
}  
  
which(accuracy.df[,2] == max(accuracy.df[,2]))

## [1] 3

plot(accuracy.df$k,accuracy.df$overallaccuracy)

![](data:image/png;base64,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)

1. Show the confusion matrix for the validation data that results from using the best k.

# Based on validation accuracy, displaying the best k  
  
best\_k <- which(accuracy.df$overallaccuracy == max(accuracy.df$overallaccuracy))  
  
# To classify the validation data, choose the best k  
  
knn.pred\_best <- class::knn(train = train.norm.df,   
 test = valid.norm.df,   
 cl = train.df$Personal.Loan, k = best\_k)  
  
# Creating a confusion matrix  
conf\_matrix <- confusionMatrix(knn.pred\_best,   
 as.factor(valid.df$Personal.Loan), positive = "1")  
  
# Displaying it  
conf\_matrix

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1786 63  
## 1 9 142  
##   
## Accuracy : 0.964   
## 95% CI : (0.9549, 0.9717)  
## No Information Rate : 0.8975   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7785   
##   
## Mcnemar's Test P-Value : 4.208e-10   
##   
## Sensitivity : 0.6927   
## Specificity : 0.9950   
## Pos Pred Value : 0.9404   
## Neg Pred Value : 0.9659   
## Prevalence : 0.1025   
## Detection Rate : 0.0710   
## Detection Prevalence : 0.0755   
## Balanced Accuracy : 0.8438   
##   
## 'Positive' Class : 1   
##

1. Consider the following customer: Age = 40, Experience = 10, Income = 84, Family = 2, CCAvg = 2, Education\_1 = 0, Education\_2 = 1, Education\_3 = 0, Mortgage = 0, Securities Account = 0, CD Account = 0, Online = 1 and Credit Card = 1. Classify the customer using the best k.

# Make a data frame with the same column names for the new customer  
# Make a data frame with appropriate column names for the new client.  
new\_customer <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education\_1 = 0,  
 Education\_2 = 1,  
 Education\_3 = 0,  
 Mortgage = 0,  
 `Securities Account` = 0, # If a column name contains a space, use backticks.  
 `CD Account` = 0,   
 Online = 1,  
 `Credit Card` = 1   
)  
  
# The same preprocessing should be used to normalize the new customer data.  
new.cust.norm <- predict(norm.values, new.cust.norm)  
  
# Predict whether customer accepts the loan using the best k  
new\_customer\_classification <- class::knn(train = train.norm.df,   
 test = new.cust.norm,   
 cl = train.df$Personal.Loan, k = best\_k)  
  
# Displaying the classification result  
new\_customer\_classification

## [1] 0  
## Levels: 0 1

1. Repartition the data, this time into training, validation, and test sets (50% : 30% : 20%). Apply the k-NN method with the k chosen above. Compare the confusion matrix of the test set with that of the training and validation sets. Comment on the differences and their reason.

#Comment on the differences and their reason:

Due to the distinct functions and properties of training, validation, and test sets, differences in confusion matrices should be anticipated.

Disparities could be a sign of possible problems like overfitting or different data collection.

It’s essential to keep an eye on these variations and make corrections to guarantee that the model generalizes effectively to new data.

# Setting the seed for reproducibility  
set.seed(1)  
  
# Divide the data into sets for training (50%) and validation (30%) and test (20%).  
  
train.index <- sample(1:nrow(universal\_m.df), 0.5 \* nrow(universal\_m.df))  
valid.test.index <- setdiff(1:nrow(universal\_m.df), train.index)  
valid.index <- sample(valid.test.index, 0.3 \* length(valid.test.index))  
test.index <- setdiff(valid.test.index, valid.index)  
  
train.df <- universal\_m.df[train.index, ]  
valid.df <- universal\_m.df[valid.index, ]  
test.df <- universal\_m.df[test.index, ]  
  
# Normalize the data for each set  
  
norm.values <- preProcess(train.df[, -10], method = c("center", "scale"))  
train.norm.df <- predict(norm.values, train.df[, -10])  
valid.norm.df <- predict(norm.values, valid.df[, -10])  
test.norm.df <- predict(norm.values, test.df[, -10])  
  
# Using the best k classifying the data  
knn.pred\_train <- class::knn(train = train.norm.df,   
 test = train.norm.df,   
 cl = train.df$Personal.Loan, k = best\_k)  
  
  
knn.pred\_valid <- class::knn(train = train.norm.df,   
 test = valid.norm.df,   
 cl = train.df$Personal.Loan, k = best\_k)  
  
knn.pred\_test <- class::knn(train = train.norm.df,   
 test = test.norm.df,   
 cl = train.df$Personal.Loan, k = best\_k)  
  
# Creating confusion matrices for every set  
  
conf\_matrix\_train <- confusionMatrix(knn.pred\_train,   
 as.factor(train.df$Personal.Loan), positive = "1")  
  
conf\_matrix\_valid <- confusionMatrix(knn.pred\_valid,   
 as.factor(valid.df$Personal.Loan), positive = "1")  
  
conf\_matrix\_test <- confusionMatrix(knn.pred\_test,   
 as.factor(test.df$Personal.Loan), positive = "1")  
  
# Display the confusion matrices  
  
conf\_matrix\_train

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2263 54  
## 1 5 178  
##   
## Accuracy : 0.9764   
## 95% CI : (0.9697, 0.982)  
## No Information Rate : 0.9072   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8452   
##   
## Mcnemar's Test P-Value : 4.129e-10   
##   
## Sensitivity : 0.7672   
## Specificity : 0.9978   
## Pos Pred Value : 0.9727   
## Neg Pred Value : 0.9767   
## Prevalence : 0.0928   
## Detection Rate : 0.0712   
## Detection Prevalence : 0.0732   
## Balanced Accuracy : 0.8825   
##   
## 'Positive' Class : 1   
##

conf\_matrix\_valid

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 678 20  
## 1 5 47  
##   
## Accuracy : 0.9667   
## 95% CI : (0.9512, 0.9783)  
## No Information Rate : 0.9107   
## P-Value [Acc > NIR] : 1.009e-09   
##   
## Kappa : 0.7721   
##   
## Mcnemar's Test P-Value : 0.00511   
##   
## Sensitivity : 0.70149   
## Specificity : 0.99268   
## Pos Pred Value : 0.90385   
## Neg Pred Value : 0.97135   
## Prevalence : 0.08933   
## Detection Rate : 0.06267   
## Detection Prevalence : 0.06933   
## Balanced Accuracy : 0.84709   
##   
## 'Positive' Class : 1   
##

conf\_matrix\_test

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1564 57  
## 1 5 124  
##   
## Accuracy : 0.9646   
## 95% CI : (0.9548, 0.9727)  
## No Information Rate : 0.8966   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7812   
##   
## Mcnemar's Test P-Value : 9.356e-11   
##   
## Sensitivity : 0.68508   
## Specificity : 0.99681   
## Pos Pred Value : 0.96124   
## Neg Pred Value : 0.96484   
## Prevalence : 0.10343   
## Detection Rate : 0.07086   
## Detection Prevalence : 0.07371   
## Balanced Accuracy : 0.84095   
##   
## 'Positive' Class : 1   
##