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*Tóm tắt*—Hiện nay, công nghệ thông tin đang ngày càng phát triển và đóng góp rất to lớn trong sự phát triển của ngành công nghiệp. Một trong những chuyên ngành quan trọng, lâu đời và được áp dụng trong nhiều lĩnh khác nhau như y học, quân sự, giao thông… đó là xử lý ảnh. Hầu hết mọi người cảm nhận thông tin hoặc hình ảnh một cách trực quan. Trong xử lý ảnh, việc nhận dạng và phân lớp các đối tượng khác nhau cần trải qua nhiều giai đoạn cũng như nhiều thao tác. Phát hiện biên là một trong những giai đoạn rất quan trọng trong quá trình xử lý hình ảnh để đánh dấu những điểm trong một ảnh số mà có sự thay đổi đột ngột về độ xám, tập hợp nhiều điểm biên tạo nên một đường bao quanh ảnh được gọi là đường biên. Từ đó có thể phân biệt được giữa đối tượng và nền, giữa vùng này và vùng kia để nhận dạng các đối tượng đã được định vị. Nhưng trên thực tế có rất nhiều kỹ thuật phát hiện biên hiện đang được sử dụng trong 20 năm trở lại đây, mỗi kỹ thuật thường được áp dụng với một loại đường biên cụ thể. Bài viết này tổng quát về các phương pháp phát hiện biên, từ các kỹ thuật dò biên để đưa ra các nhận xét, đánh giá về các phương pháp phát hiện biên.

Từ khóa—Xử lý ảnh, phát hiện biên, đường biên.

# GIỚI THIỆU

Các hàm ảnh thường bao gồm mật độ thang độ xám, đường viền, phân bố xác suất, không gian ảnh,… Công nghệ phân đoạn ảnh chủ yếu dựa vào đường viền nên khi phân tích ảnh thì vấn đề đường viền là vấn đề chính và quan trọng nhất. (Đinh Văn Vạn, 2012)

Hiện nay, có rất nhiều định nghĩa cho ranh giới hình ảnh, và mỗi định nghĩa được sử dụng trong một tình huống cụ thể. Nhưng nói chung có thể hiểu: (Hoàng Kiếm, Nguyễn Ngọc Kỷ và các tác giả, 1992)

Nếu mức xám thay đổi đột ngột, có thể coi pixel đó là pixel cực trị. Ví dụ: đối với ảnh đen trắng, nếu một điểm là điểm đen liền kề với ít nhất một điểm trắng thì điểm đó được gọi là điểm biên. (Mr.Tomato. 2015)

Tập hợp các điểm cuối tạo thành một đường viền, còn được gọi là khung hình ảnh. Ví dụ, trong ảnh nhị phân, nếu một điểm là điểm đen và có ít nhất một điểm trắng gần đó, thì nó có thể được gọi là đường viền. (Mr.Tomato. 2015)

Mỗi ranh giới là một thuộc tính liên kết với một điểm cụ thể và được tính từ các điểm liền kề. Nó là một biến vectơ có hai phần. Kích thước của gradient và chuyển động quay của hướng φ so với hướng của gradient ψ. (Trần Quang Duy, 2004)

Ý nghĩa của các ràng buộc xử lý: Thứ nhất giá trị: Các đường viền là các bộ định hình đặc trưng trong parsing và ảnh định dạng. Sau đó, đường viền được sử dụng như một phân vùng để tách xám màu (có màu) đã được chọn. Ngược lại, cũng sử dụng ảnh trường để tìm phân vùng.

Tầm quan trọng của các ràng buộc: Để hiểu đầy đủ tầm quan trọng của các ràng buộc, hãy xem xét ví dụ sau. Nếu một nghệ sĩ muốn vẽ một người nổi tiếng, họ chỉ cần vẽ một vài đường đơn giản thay vì vẽ toàn bộ hình ảnh. (Đinh Văn Vạn, 2012)

Định nghĩa đường biên hoàn hảo là định nghĩa của tất cả các đường bao của một vật thể. Đường viền là những thay đổi đột ngột về màu xám, do đó, sự thay đổi màu xám giữa các vùng của hình ảnh càng lớn thì việc xác định đường viền càng dễ dàng. (Ts.Lê Văn Hùng, 2019)

Hình minh hoạ mức xám u (x) của hình ảnh pixel thay đổi đáng kể:
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Hình 2. Đường biên dốc

Trên thực tế, hình ảnh có xu hướng có các trường không mong muốn và các pixel hình ảnh thường hiển thị các thay đổi thang độ xám đột ngột, không nhất quán, đặc biệt là trong các hình ảnh nhiễu. Trong trường hợp không có tiếng ồn (giới hạn lý tưởng), sự thay đổi mức xám cho thấy sự cắt xén. Tình huống này khó xảy ra và hình ảnh thường không hoàn hảo. Lý do có thể là như sau: (Ts. Nguyễn Đăng Bình, 2011)

* Hình dạng không sắc nét.
* Nhiễu: Do nhiều yếu tố như loại thiết bị nhập ảnh, cường độ ánh sáng, nhiệt độ, hiệu ứng áp suất, chuyển động, bụi, v.v., không chắc hai pixel có cùng giá trị thang độ xám trong quá trình nhập. Điều chỉnh mức hình ảnh. Nhiễu hình ảnh gây ra các thay đổi pixel ngẫu nhiên. Sự xuất hiện ngẫu nhiên của các pixel với sự khác biệt lớn về thang độ xám làm cho các đường viền kém mịn hơn, nhưng các cạnh trở nên thô hơn, thô hơn và kém mịn hơn. Đây là một đường biên thực sự. (Nguyễn Thị Nguyệt, 2014)

Ngày nay, các kỹ thuật phát hiện cạnh hiện đại thường bao gồm nhiễu trong mô hình vấn đề và quá trình phát hiện cạnh cũng tính đến nhiễu. Trong quá khứ, khái niệm các trường mô tả ở trên đã được sử dụng để xây dựng các phương pháp phát hiện ký quỹ và mô hình cho phương pháp này được coi là đơn giản và sơ khai. (Lươmg Mạnh Bá, Nguyễn Thanh Thủy, 1999)
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Hình 3. Đường biên không trơn

Khung là một loại đối tượng cục bộ điển hình khi phân tích nhận dạng ảnh. Sử dụng đường viền để tách các vùng màu xám (có màu) được phân tách. Ngược lại, cũng sử dụng trường ảnh để tìm dấu phân cách. (PGS.TS Nguyễn Quang Hoan, 2006)

Quá trình nhận dạng được chia thành hai giai đoạn, được thể hiện trong phần tổng quan của hệ thống nhận dạng và xử lý hình ảnh:

* Giai đoạn học tập: bảo toàn các đặc tính của đối tượng mẫu (gọi là học mẫu) và chia tập hợp các phần tử mô hình thành các lớp.
* Giai đoạn nhận biết: nếu có đối tượng để nhận biết, các đặc điểm của đối tượng được rút ra và dùng chức năng quyết định để xác định phạm trù của đối tượng được công nhận.

Do đó, nếu các đối tượng trích xuất được chọn chính xác, việc nhận dạng sẽ chính xác. Trên thực tế, vấn đề chính của nhận dạng hình ảnh là nhận dạng các đối tượng không liên quan gì đến vị trí, kích thước hoặc hướng, vì vậy các thuộc tính lựa chọn được sử dụng để nhận dạng thường không thay đổi. (Nguyễn Thị Hoàng Lan, 2011)

Có nhiều loại tham chiếu bất biến:

* Bất biến thống kê: Các khoảnh khắc thiết lập hình ảnh, độ lệch chuẩn hoặc các thống kê khác không liên quan gì đến các phép biến đổi tuyến tính.
* Bất biến hình học: Số đo kích thước của các đối tượng ảnh.
* Bất biến tô-pô: Biểu diễn các cấu trúc tô-pô của các ảnh như số điểm đỉnh, số lỗ hổng .v.v..
* Bất biến đại số: các đường dựa trên sự kết hợp của các hệ số đa thức mô tả đối tượng hình ảnh, phân bố pixel, v.v..

Các bất biến được sử dụng để nhận biết thường bắt nguồn từ ranh giới và xương của đối tượng. Do đó, hiệu quả ghi nhận phần lớn phụ thuộc vào hình thức đối tượng và cách trình bày mô tả..

Các khái niệm và định nghĩa trên là một khung giúp hiểu và sử dụng để hiểu và hiểu cách tạo và thiết kế một công nghệ phát hiện cạnh hình ảnh. Sau khi lọc hình ảnh (hoặc tiền xử lý hình ảnh), phát hiện cạnh là một phần của phân tích hình ảnh. Quy trình phân tích hình ảnh có thể được minh họa trong hình sau. Phát hiện và phát hiện ranh giới hình ảnh là một trong những chức năng của các đơn vị lựa chọn tính năng. (Đặng Quang Huy, 2007)
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Theo định nghĩa toán học của biên sử dụng hai phương pháp phát hiện biên như sau (phương pháp chính):

### Phương pháp phát hiện biên trực tiếp: Phương pháp này chủ yếu dựa trên việc thay đổi độ sáng của pixel để làm nổi bật các đường viền bằng cách sử dụng kỹ thuật phái sinh. Nếu muốn lấy đạo hàm đầu tiên của hình ảnh, có thể sử dụng phương pháp gradient. Nếu muốn lấy đạo hàm bậc hai của một hình ảnh, có thể sử dụng phương pháp của Laplace. Hai phương pháp này được gọi chung là phương pháp phát hiện cạnh cục bộ. Ngoài ra, còn sử dụng phương pháp toán học “theo dõi đường đi”, đây là nguyên lý của lập trình động. Điều này thường được gọi là phát hiện giới hạn. Phát hiện cạnh trực tiếp hiệu quả và không dựa vào nhiễu. (Phạm Việt Bình, 2006)

### Phương pháp phát hiện biên gián tiếp: Nếu lấy các vùng khác nhau của hình ảnh theo bất kỳ cách nào, các đường giữa các vùng này sẽ bị giới hạn. Nói cách khác, đường viền của hình ảnh kết thúc bằng một hình ảnh được phân đoạn. Tính năng phát hiện cạnh gián tiếp rất khó thiết lập, nhưng ngay cả những thay đổi nhỏ trong ánh sáng cũng hoạt động tốt. Phát hiện cạnh và phân đoạn hình ảnh là hai vấn đề. (Võ Đức Khánh, Hoàng Văn Kiếm, 2018)

Quy trình phát hiện biên gồm các bước:

B1: Hình ảnh ghi lại thường bị nhiễu, vì vậy bước đầu tiên là lọc bỏ nhiễu bằng nhiều phương pháp khác nhau.

B2: Toán tử xác định đường viền được sử dụng để đánh dấu đường viền.

B3: Định vị biên. Hãy nhớ rằng kỹ thuật nổi biên có tác dụng phụ là gây nhiễu làm một số biên giả xuất hiện do vậy cần loại bỏ biên giả.

B4: Liên kết và trích chọn biên.

# các phương pháp trước năm 2000

## Kỹ thuật phát hiện biên Gradient

Gradient là một vectơ f (x, y) có các phần tử đại diện cho tốc độ thay đổi mức xám của pixel (dọc theo các hướng x, y để xử lý hình ảnh 2D). Đây là một phương pháp dựa trên các đạo hàm riêng đầu tiên theo hướng x và y. (Tiep Vu Huu, 2017)

Tính toán nếu áp dụng cho xử lý hình ảnh, dựa trên định nghĩa của gradient. Việc tính toán trở nên rất khó khăn. Để đơn giản, sử dụng phương pháp gradient sử dụng cặp mặt nạ trực giao H1 và H2 (hai phương thẳng đứng) mà không làm mất chức năng của phương thức gradient. Nếu g1 và g2 được xác định là các tung độ tương ứng theo hai hướng x và y, thì biên độ g (m, n) tại điểm (m, n) được tính. Đạo hàm tuyến tính được xấp xỉ theo hướng x và y bởi hai mặt nạ tích chập tương ứng. Điều này cung cấp nhiều phương pháp để xác định ranh giới. (Nguyễn Văn Khoa, 2020)

Xét một số toán tử Gradient tiêu biểu như toán tử Robert, Sobel, Prewitt, đẳng hướng (Isometric), 4-lân cận như dưới đây:

### Pixel difference

Nó là một bộ lọc dựa trên gradient cơ bản sử dụng một phương pháp để so sánh pixel hiện tại với pixel lân cận (sự khác biệt giữa các pixel). Do đó, các mặt nạ được sử dụng ở đây là hai mặt nạ, Hx và Hy, đại diện cho chiều dọc (mặt nạ hướng x) và ngang (mặt nạ hướng y). (FirebirD, 2019)

Do đó, các kỹ thuật phát hiện cạnh được thực hiện theo cách này như sau: Sử dụng phép nhân trượt để di chuyển hai mặt nạ trong ảnh và tìm ranh giới sao cho tâm của mặt nạ trùng với pixel quan tâm.

### Separated Pixel Difference

Nó cũng là một bộ lọc cơ bản dựa trên công nghệ gradient, nhưng bộ lọc này hơi khác so với bộ lọc chênh lệch điểm ảnh. So sánh sự khác biệt giữa các pixel. Ở đây chúng tôi đang so sánh hai pixel ở hai bên của bộ lọc. (Phạm Hồng Vinh, 2019)

Toán tử này sử dụng mặt nạ 3 x 3, bao gồm hai mặt nạ, H1 (hướng x) và H2 (hướng y), được biểu diễn theo chiều dọc và chiều ngang. Sử dụng phép nhân trượt để di chuyển hai mặt nạ trên toàn ảnh và tìm các cạnh sao cho tâm của mặt nạ khớp với các pixel bị ảnh hưởng. (Nguyễn Kim Sách, 1997)

### Toán tử Robert (1965)

Toán tử chéo Roberts được sử dụng để xử lý hình ảnh và phát hiện cạnh trong thị giác máy tính. Nó là một trong những thiết bị dò cạnh nguyên thủy đầu tiên do Lawrence Roberts đề xuất vào năm 1963. Ý tưởng của toán tử giao điểm Roberts với tư cách là toán tử đạo hàm là tính gần đúng độ dốc của hình ảnh với một sự khác biệt và cung cấp quyền tự do hành động khi tính tổng. Hình vuông có nguồn gốc. Sự khác biệt giữa các pixel liền kề trên một đường chéo. (Tisledinh, 2019)

Phương pháp này sử dụng hai mặt nạ cho phép nhân xoắn ốc: Hx và Hy. Phương pháp này tương tự như phương pháp chênh lệch pixel, nhưng hoạt động ở cả phạm vi -45 và +45 độ, không theo hướng x và y.

Các phần tử của mặt nạ được gọi là trọng số. Lần lượt di chuyển mặt nạ của hình ảnh hiện tại để phần tử đầu tiên của mặt nạ khớp với phần tử (i, j) được xét trong hình ảnh. Từ đó làm theo phương pháp này để tạo ra kết quả hình ảnh mới. (Ngô Quốc Tạo, 1996)

### Toán tử Prewitt

Toán tử Prewitt được sử dụng trong xử lý ảnh, đặc biệt là trong các thuật toán phát hiện cạnh. Về mặt kỹ thuật, nó là toán tử đạo hàm được sử dụng để tính toán một giá trị gần đúng cho độ dốc của hàm cường độ hình ảnh. Tại mỗi điểm của hình ảnh, kết quả của hành động của toán tử Prewit là vector gradient tương ứng hoặc mức của nó.(David Xuân, 2020,)

Toán tử Prewitt dựa trên một hình ảnh được quay với một bộ lọc có thể phân tách nhỏ và là một số nguyên theo chiều ngang và chiều dọc, vì vậy nó được so sánh về mặt tính toán giống như toán tử Sobel và toán tử Kajali. Nó là rẻ. Mặt khác, xấp xỉ gradient mà nó tạo ra tương đối thô, đặc biệt đối với những thay đổi hình ảnh tần số cao. Toán tử Prewitt được phát triển bởi Judith M.C. Prewitt.

### Toán tử (mặt nạ) Sobel

Toán tử Sobel hay được thường gọi là toán tử Sobel-Feldman hoặc bộ lọc Sobel. Trong xử lý hình ảnh và thị giác máy tính, thường áp dụng các toán tử Sobel , đáng kể nhất là trong các thuật toán phát hiện cạnh tạo ra hình ảnh nhấn mạnh các cạnh. Nó được đặt theo tên Irwin Sobel và Gary Feldman, colleagues at the Stanford Artificial Intelligence Laboratory (SAIL). Sobel và Feldman đã trình bày ý tưởng về một "Isotropic 3x3 Image Gradient Operator" tại một cuộc nói chuyện tại SAIL năm 1968. (Quy Nguyen, 2020)

Về mặt kỹ thuật, nó là một toán tử phân biệt rờirạc , tính toán xấp xỉ độ dốc của hàm cường độ hình ảnh. Tại mỗi điểm trong ảnh, kết quả của toán tử Sobel-Feldman là vector Gradient hoặc vector gradient chuẩn tương ứng.. Toán tử Sobel-Feldman dựa trên việc xoay hình ảnh với một bộ lọc phân tách nhỏ và có các giá trị nguyên theo hướng ngang và dọc, điều này làm cho các phép tính tương đối rẻ. Mặt khác, xấp xỉ gradient mà nó thu được tương đối thô, đặc biệt là đối với những thay đổi hình ảnh tần số cao. (Ngô Quốc Tạo, Đỗ Năng Toàn, 2001)

### Toán tử Frei-Chen

Máy dò cạnh Frei-Chen cũng hoạt động trên dấu chân texel 3×3 nhưng áp dụng tổng cộng chín mặt nạ tích chập cho hình ảnh. Mặt nạ Frei-Chen là mặt nạ độc đáo, chứa tất cả các vectơ cơ bản. Điều này ngụ ý rằng một × hình ảnh 3×3 được thể hiện bằng tổng trọng số của chín mặt nạ Frei-Chen. (Quy Nguyen, 2020)

Bốn mặt nạ Frei-Chen đầu tiên ở trên được sử dụng cho các cạnh, bốn mặt nạ tiếp theo được sử dụng cho các dòng và mặt nạ cuối cùng được sử dụng để tính trung bình. Để phát hiện cạnh, các mặt nạ thích hợp được chọn và hình ảnh được chiếu lên đó. (Đỗ Năng Toàn, 2000)

Khi chúng tôi đang sử dụng mặt nạ Frei-Chen để phát hiện cạnh, chúng tôi đang tìm kiếm cosin được xác định ở trên và chúng tôi sử dụng bốn mặt nạ đầu tiên làm yếu tố quan trọng để tổng đầu tiên ở trên đi từ một đến bốn.

Việc áp dụng ngưỡng và áp dụng bộ lọc cho hình ảnh đa kênh hoạt động giống hệt như trong trường hợp bộ lọc Sobel. Tương tự, việc triển khai tham chiếu áp dụng bộ lọc trên hình ảnh vì nó sẽ là hình ảnh một kênh bằng cách trước tiên tính toán giá trị cường độ cho mỗi texel theo cùng một cách như với bộ lọc được trình bày trước đó. (Quy Nguyen, 2020)

## Các toán tử la bàn

Phương pháp gradient có thể được chia thành hai phương pháp (sử dụng hai toán tử khác nhau). Đây là công nghệ gradient và la bàn. Như đã giải thích trong phần trước, công nghệ gradient sử dụng toán tử gradient để xuất theo một hướng. Công nghệ la bàn sử dụng một toán tử la bàn để lấy các đạo hàm theo tám hướng: bắc, nam, đông, tây, đông bắc, tây bắc, đông nam và tây nam. (Nguyễn Thị Hoàng Lan, 2011)

Do gradient, toán tử la bàn dựa trên việc đánh giá tất cả các hướng có thể có của ranh giới hình ảnh trong một hình ảnh rời rạc. Do đó, thay vì áp dụng hai mặt nạ như trong toán tử kỹ thuật “gradient” ở trên, tám mặt nạ được sử dụng. Mỗi mặt nạ cung cấp một đường viền theo một trong tám hướng cạnh có thể có. (Trần Ngọc Tú, 2010)

Do đó, mỗi pixel đầu ra là tối đa của tám kết quả mặt nạ ma trận hình ảnh xoắn ốc. Sau mỗi lần nhân xoắn, quay mặt nạ này đi một góc 45o ngược chiều kim đồng hồ : 0o, 45o, 90o, 135o, 180o, 225o, 270o, 315o.

### Toán tử la bàn Kirsh

Kirsch Compass Mask cũng là một mặt nạ phái sinh được sử dụng để tìm các cạnh. Điều này cũng giống như la bàn Robinson tìm các cạnh trong tất cả tám hướng của la bàn. Sự khác biệt duy nhất giữa mặt nạ robinson và mặt nạ la bàn kirsch là ở Kirsch có một mặt nạ tiêu chuẩn nhưng trong Kirsch, chúng thay đổi mặt nạ theo yêu cầu của riêng mình. (Nguyễn Thị Nguyệt, 2014)

Với sự trợ giúp của Mặt nạ La bàn Kirsch, có thể tìm thấy các cạnh theo tám hướng sau: Hướng bắc, Tây Bắc, Hướng tây, Tây Nam, Hướng nam, Đông Nam, Hướng đông, Đông Bắc. Chúng tôi lấy một mặt nạ tiêu chuẩn theo tất cả các thuộc tính của mặt nạ phái sinh và sau đó xoay nó để tìm các cạnh.

### Toán tử la bàn Prewitt

Toàn bộ bộ 8 hạt nhân được tạo ra bằng cách lấy một trong các hạt nhân và xoay các hệ số của nó theo vòng tròn. Mỗi hạt nhân thu được rất nhạy cảm với hướng cạnh từ 0 ° đến 315 ° trong các bước 45 °, trong đó 0 ° tương ứng với cạnh dọc. (Ngô Quốc Tạo. 2003)

Phản hồi tối đa | G| đối với mỗi pixel là giá trị của pixel tương ứng trong hình ảnh cường độ đầu ra. Các giá trị cho hình ảnh hướng đầu ra nằm trong khoảng từ 1 đến 8, tùy thuộc vào hạt nào trong số 8 hạt nhân tạo ra phản hồi tối đa. (Hoang. 20190

Phương pháp phát hiện cạnh này còn được gọi là so khớp mẫu cạnh, bởi vì một tập hợp các mẫu cạnh được khớp với hình ảnh, mỗi mẫu đại diện cho một cạnh theo một hướng nhất định. Độ lớn cạnh và hướng của pixel sau đó được xác định bởi mẫu khớp với khu vực cục bộ của pixel tốt nhất. (Lu Y and C L Tan. 2003)

Máy dò cạnh la bàn là một cách thích hợp để ước tính cường độ và hướng của một cạnh. Mặc dù phát hiện cạnh gradient vi sai cần một phép tính khá tốn thời gian để ước tính hướng từ cường độ theo hướng x và y, phát hiện cạnh la bàn có được hướng trực tiếp từ hạt nhân với phản ứng tối đa. Người vận hành la bàn được giới hạn ở (ở đây) 8 hướng có thể; tuy nhiên kinh nghiệm cho thấy hầu hết các ước tính định hướng trực tiếp không chính xác hơn nhiều. (Đỗ Năng Toàn, 2002)

Mặt khác, người vận hành la bàn cần (ở đây) 8 tích chập cho mỗi pixel, trong khi toán tử gradient chỉ cần 2, một hạt nhân nhạy cảm với các cạnh theo hướng thẳng đứng và một theo hướng ngang. (Đỗ Năng Toàn, 2002)

Kết quả cho hình ảnh cường độ cạnh rất giống với cả hai phương pháp, miễn là cùng một hạt nhân xoay được sử dụng.

Nếu áp dụng Prewitt Compass Operator cho chúng tôi nhận được hai hình ảnh đầu ra. hiển thị cường độ cạnh cục bộ cho mỗi pixel. Không thể nhìn thấy nhiều trong hình ảnh này, bởi vì phản ứng của hạt nhân Prewitt quá nhỏ. Áp dụng cân bằng biểu đồ tần suất cho hình ảnh này mang lại được xử lý với máy dò cạnh gradient vi sai Sobel và biểu đồ được cân bằng. (Đặng Quang Huy, 2007)

Các cạnh trong ảnh có thể khá dày, tùy thuộc vào kích thước của hạt nhân xung được sử dụng. Để loại bỏ hiệu ứng không mong muốn này, một số xử lý tiếp theo (ví dụ: mỏng)có thể là cần thiết là ảnh hướng màu xám được kéo dài tương phản để hiển thị tốt hơn. Điều đó có nghĩa là hình ảnh chứa 8 giá trị graylevel giữa 0 và 255, mỗi giá trị tương ứng với một hướng cạnh. Hình ảnh hướng dưới dạng hình ảnh có nhãn màu (chứa 8 màu, mỗi màu tương ứng với một hướng cạnh) được hiển thị trong. (Sharon Weinberger, 2012)

Hướng của các cạnh mạnh được hiển thị rất rõ ràng, ví dụ như tại các sọc dọc của giấy tường. Mặt khác, trên nền đồng nhất mà không có độ dốc hình ảnh đáng chú ý, mặt khác, không rõ hạt nào trong số 8 hạt nhân sẽ mang lại phản ứng tối đa. Do đó, một vùng thống nhất dẫn đến một phân bố ngẫu nhiên của 8 giá trị định hướng. (Lu Y and C L Tan, 2003)

Mỗi cạnh thẳng của hình vuông tạo ra một đường màu không đổi (hoặc màu xám). Mặt khác, lỗ tròn ở giữa chứa tất cả 8 hướng và do đó được phân đoạn thành 8 phần, mỗi phần có một màu khác nhau. Một lần nữa, hình ảnh được hiển thị dưới dạng hình ảnh graylevel chuẩn hóa và dưới dạng hình ảnh nhãn màu là một hình ảnh chứa nhiều cạnh với hướng thay đổi dần dần. Áp dụng năng suất của toán tử la bàn Prewitt cho cường độ cạnh và cho hướng cạnh. Lưu ý rằng, do sự méo của ảnh, tất cả các bài viết dọc theo lan can ở góc dưới bên trái có hướng hơi khác nhau. Tuy nhiên, toán tử phân loại chúng chỉ trong 3 lớp khác nhau, vì nó gán cùng nhãn hướng cho các cạnh khi hướng thay đổi trong vòng 45 °. (Phạm Thị Thùy, 2002)

### Robinson 3 - Level

Mặt nạ la bàn Robinson là một loại mặt nạ la bàn được sử dụng để phát hiện cạnh. Nó có tám hướng la bàn chính, mỗi định hướng sẽ trích xuất các cạnh liên quan đến hướng của nó. Việc sử dụng kết hợp mặt nạ la bàn theo các hướng khác nhau có thể phát hiện các cạnh từ các góc khác nhau. (H.-F.Jiang, C.-C.Han, and K.-C.Fan, 1997)

Trục hướng là đường 0 trong ma trận. Mặt nạ la bàn Robinson tương tự như mặt nạ la bàn kirsch, nhưng đơn giản hơn để thực hiện. Vì các hệ số ma trận chỉ chứa 0, 1, 2 và đối xứng, chỉ cần tính kết quả của bốn mặt nạ, bốn kết quả còn lại là phủ định bốn kết quả đầu tiên. Một cạnh, hoặc đường viền là một khu vực nhỏ với các giá trị pixel riêng biệt lân cận. Sự tích chập của mỗi mặt nạ với hình ảnh sẽ tạo ra một đầu ra có giá trị cao, nơi có sự thay đổi nhanh chóng của giá trị pixel, do đó tìm thấy một điểm cạnh. Tất cả các điểm cạnh được phát hiện sẽ xếp hàng dưới dạng cạnh. (Đặng Văn Lâm, 2014)

## Kỹ thuật phát hiện biên Laplace

Không giống như máy dò cạnh Sobel, máy dò cạnh Laplacian chỉ sử dụng một hạt nhân. Nó tính toán các dẫn xuất thứ hai trong một lần vượt qua. (Anil K. Jain, 1989)

Có thể sử dụng một trong hai. Hoặc nếu muốn xấp xỉ tốt hơn, có thể tạo hạt nhân 5x5 (nó có 24 ở giữa và mọi thứ khác là -1). Những thứ đơn giản. Tuy nhiên, một nhược điểm nghiêm trọng - bởi vì chúng tôi đang làm việc với các dẫn xuất thứ hai, máy dò cạnh laplacian cực kỳ nhạy cảm với tiếng ồn. Thông thường, sẽ muốn giảm tiếng ồn - có thể sử dụng hiệu ứng nhòe Gaussian. Laplacians tính toán nhanh hơn để tính toán (chỉ có một hạt nhân so với hai hạt nhân) và đôi khi tạo ra kết quả đặc biệt. (Joannis Pitas, 1992)

Để khắc phục những hạn chế và nhược điểm của phương pháp gradient, phương pháp gradient sử dụng đạo hàm riêng cấp một, người ta đang cân nhắc sử dụng đạo hàm riêng cấp hai hoặc toán tử Laplace. Nếu mức xám thay đổi chậm, phương pháp phát hiện toán tử Laplace hiệu quả hơn phương pháp toán tử gradient vì phép biến đổi mức xám đã được mở rộng.

Toán tử Laplace sử dụng nhiều loại mặt nạ khác nhau để tính gần đúng đạo hàm riêng cấp hai. Từ đây chúng ta đưa ra mặt nạ tích chập của phép tính vi phân bậc hai. Kết quả là một mặt nạ thứ ba được gọi là "phương pháp Laplace sử dụng bốn hàng xóm" (sử dụng bốn phần tử liền kề). Laplacian gần đúng với đạo hàm bậc hai bằng cách sử dụng nhiều loại mặt nạ khác nhau. Tuy nhiên, kết quả thực nghiệm cho thấy việc áp dụng phương pháp vi phân bậc hai làm cho kết quả rất nhạy cảm với nhiễu. Để khắc phục nhược điểm này, chúng ta sẽ mở rộng toán tử Laplace. Sử dụng chức năng Gaussian để giảm nhiễu trong ảnh (làm mịn ảnh).

# các phương pháp từ năm 2000 đến nay

## Phương pháp Canny

Ý tưởng thuật toán: Ý tưởng của phương pháp này là xác định vị trí chính xác bằng cách giảm thiểu phương sai δ2 của vị trí điểm cắt "không" hoặc bằng cách giới hạn số lượng điểm giới hạn cục bộ để chỉ tạo ra một đường bao. (CV15, 2019,)

Các ràng buộc mà phương pháp giới hạn của Canny phải đáp ứng là tỷ lệ lỗi, vị trí và hiệu suất. Trong số đó: tỷ lệ lỗi là cách để tìm chỉ mục, phải tìm tất cả các ranh giới, và không có sai sót trong các ranh giới. Định vị chỉ ra rằng sự khác biệt về mức độ xám giữa các điểm trên cùng một đường viền phải càng nhỏ càng tốt. Nó hiệu quả đến mức nếu không có phân đoạn cạnh, sẽ nhận được một số lợi nhuận nếu chỉ có một giới hạn. Giới hạn vị trí và lỗi được sử dụng để đánh giá các phương pháp phát hiện cạnh. Giới hạn hiệu suất tương đương với lỗi tích cực. (Minh Nguyen, 2019)

Canny giả định rằng nhiễu trong hình ảnh tuân theo phân bố Gauss và tin rằng phát hiện cạnh về cơ bản là một bộ lọc lõi xoắn ốc có thể làm mịn nhiễu và xác định các cạnh. Thách thức là tìm ra bộ lọc tốt nhất cho các ràng buộc trên. (Đặng Văn Lâm, 2014)

Thuật toán thực hiện bốn bước chính:

* Đọc hình ảnh cần xử lý. Sử dụng bộ lọc Gaussian để làm biến dạng hình ảnh và làm mịn hình ảnh.
* Đạo hàm tuyến tính trên có thể nhận được theo cả hai phương x và y: Điều này tương đương với việc sử dụng bộ lọc đạo hàm tuyến tính (bộ lọc theo phương pháp gradient) để làm biến dạng hình ảnh được tạo ở bước 1 theo hai hướng (x và y). Sau đó nhận được kết quả của việc nhân độ méo Gaussian. Sau khi làm mịn ảnh ở bước 1 (nhân ảnh bằng bộ lọc Gaussian), tiếp tục xử lý đạo hàm tuyến tính thu được. Kết quả của đạo hàm S là đạo hàm của tích I và hàm Gaussian (x, y). Điều này tương ứng với đạo hàm của hàm Gauss và hình ảnh được nhân lên. Do đó, kết quả của ảnh ở bước thứ hai là sự kết hợp của đạo hàm Gauss theo phương x nhân với ảnh I và đạo hàm Gauss theo hướng y nhân với ảnh I. Sau đó nhân theo hai hướng. Thay vì nhân hàm Gaussian với đạo hàm xoắn ốc, ảnh được nhân với ảnh. Vì vậy, đây là cách thực hiện bước thứ hai: Sau khi sử dụng bộ lọc Gaussian ở bước 1 để làm biến dạng hình ảnh I, hãy lấy một hình ảnh S mới để làm mịn. Chuyển sang bước 2 để lấy một đạo hàm mới của hình ảnh theo cả hai hướng x và y, sau đó cộng kết quả. Như đã biết, phương pháp gradient là một phương pháp để xác định giới hạn cục bộ dựa trên sự khác biệt lớn nhất của đạo hàm cấp một. Do đó, có thể thực hiện đạo hàm của bước 2 bằng cách nhân dần hình ảnh S của bước 1 với mặt nạ dựa trên các toán tử Sobel, sự khác biệt pixel và các toán tử khác. (Minh Nguyen, 2019)
* Thực hiện “không triệt tiêu tối đa” trên hình ảnh được chụp bằng quy trình trên. Nghĩa là, nó loại bỏ các điểm cạnh (loại bỏ nhiễu) và chỉ giữ lại các điểm cao của thang độ xám. Điều này được thực hiện để loại bỏ một vài cạnh nữa: đối với mỗi pixel trong ảnh, hãy so sánh giá trị tại điểm này với giá trị tại hai điểm liền kề. Hai điểm liền kề này biểu diễn hai điểm trên một đường thẳng bao gồm hướng của ranh giới. Tiếp tục chạy. Đối với mỗi pixel, hãy tiếp tục tính toán hướng của đường viền và so sánh kết quả để tìm ra hai điểm đường viền liền kề. So sánh các giá trị pixel để giải thích cho hai ranh giới trên. Nếu điểm pixel này là lớn nhất, hãy giữ lại điểm cuối (đánh dấu điểm cuối). Ngược lại, nếu nó nhỏ hơn một trong hai giới hạn liền kề, điểm cuối sẽ bị lệch (nếu giá trị của điểm cuối bằng 0). Nhận kết quả hình ảnh sau khi loại bỏ một số điểm cuối không đủ tiêu chuẩn. Tại thời điểm này, giới hạn cho số lượng hình ảnh hiển thị đã được giảm bớt. Điều này đặc biệt hữu ích để loại bỏ một số dư thừa (đặc biệt là đối với hình ảnh nhiễu). (Nguyễn Quốc Trung, 2004)
* Áp dụng các ngưỡng (ngưỡng trên và ngưỡng dưới) để loại bỏ một số cạnh bị lỗi. Sau khi hoàn thành bước 3, hãy áp dụng ngưỡng. Hai ngưỡng được sử dụng: ngưỡng trên Th và ngưỡng dưới T1. Nếu ngưỡng được chọn (ranh giới không bị loại trừ vĩnh viễn) và ngưỡng là một trong tám nút lân cận > Th: đánh dấu và lưu ngưỡng. Độ tương phản: loại bỏ giới hạn này (đặt giá trị thành 0).

## Phương pháp Shen - Castan

Shen và Castan đồng ý với quan điểm của Canny rằng ranh giới có một mẫu số chung. Đó là: Áp dụng mặt nạ khử răng cưa cho sự biến dạng hình ảnh để tìm ra giới hạn. Tuy nhiên, trong phân tích của họ, họ đã tạo ra một chức năng tối ưu hóa khác. Nói cách khác, nên giảm thiểu hàm sau trong không gian một chiều. (Lưu Xuân Thế, 2010)

Nói cách khác, một chức năng thu nhỏ ở trên là bộ lọc tốt nhất để trích xuất đường viền. Tuy nhiên, Shen và Castan không đề cập đến việc thuật toán nhận dạng nhiều cạnh khi chỉ có một cạnh.

Shen-Castan tin rằng bộ lọc này có tỷ lệ tín hiệu trên nhiễu tốt hơn bộ lọc Canny và có thể cung cấp khả năng định vị tốt hơn. Điều này có thể thực hiện được vì trong thuật toán của Canny, bộ lọc tốt nhất bằng xấp xỉ với đạo hàm của bộ lọc Gauss, trong khi Shen và Castan sử dụng bộ lọc tốt nhất trực tiếp hoặc có thể được quy định bởi tiêu chuẩn. Thoải mái. Tuy nhiên, vì Shenkastan ở dưới mức bình thường, phương pháp này có thể gây nhiễu và làm mờ ranh giới. (PGS.TS Nguyễn Quang Hoan, 2006)

Lọc đệ quy có thể được sử dụng để tăng đáng kể hệ số nhân của nút. Vấn đề là tôi cần phát hiện điểm cuối sau khi nhận được hình ảnh được lọc. Xác định các ranh giới bằng cách tìm các điểm giao cắt 0 trong đạo hàm bậc hai (từ toán tử Laplace) và gắn nhãn các pixel tại các vị trí đó. Điểm giao nhau bằng không của pixel P có nghĩa là hai điểm liền kề đối diện nhau không có các tín hiệu khác nhau. Ví dụ, nếu đường viền của P là thẳng đứng, tín hiệu tại điểm ảnh bên trái P sẽ khác với tín hiệu tại điểm ảnh bên phải P. Do đó, có bốn tình huống cần kiểm tra. Trên / dưới, trái / phải và hai đường chéo. Sử dụng chức năng ZezoCross để thực hiện kiểm tra này. Sau đó thực hiện tạo ngưỡng. (PGS.TS Nguyễn Quang Hoan, 2006)

Dựa trên phân tích ở trên, chúng tôi có thể cung cấp thuật toán phát hiện ranh giới Shen-Castan bao gồm các bước xử lý sau:

* Đọc tệp hình ảnh để xử lý.
* Lọc ảnh bằng phương pháp lọc đệ quy.
* Sau khi áp dụng toán tử Laplace, hãy tìm giao điểm 0.
* Định ngưỡng

Đọc hình ảnh muốn xử lý và sử dụng chức năng ISEF để lọc đệ quy hình ảnh theo bước 2. Việc lọc được thực hiện theo chiều dọc và chiều ngang. Giá trị b là tham số nhập để lọc. Để tìm giới hạn của hình ảnh (bước 3), hãy sử dụng toán tử Laplace để tìm giá trị

Đánh số giao điểm Tuy nhiên, theo Shen-Castan, có thể nhanh chóng thu được xấp xỉ Laplace bằng cách lấy hình ảnh gốc trừ đi hình ảnh được làm mịn và tạo ra hình ảnh nhị phân. Nếu đặt các điểm tích cực trong hình ảnh B thành 1 và các điểm khác thành 0, hình ảnh được tạo sẽ được tạo nhị phân và các điểm trên ranh giới giữa các vùng được hiển thị dưới dạng điểm cạnh ... Tuy nhiên, có thể cải thiện việc nhận dạng các điểm cuối theo nhiều cách khác nhau ., bao gồm:

* Xóa bỏ các phương pháp giao chéo hoàn mỹ. Phương pháp này tương đương với Canny nonmax\_suppress. Tại mỗi điểm được coi là biên, đạo hàm bậc hai của điểm này tại giao điểm 0. Hệ số góc tại điểm này là cực đại hoặc cực tiểu. Nếu đạo hàm bậc hai chuyển từ (+) sang (-) thì giao điểm bằng không là giao điểm không âm, giả sử các điểm không trực giao có gradien dương và các giao điểm không âm có điểm âm. .. dốc. Tất cả các giao điểm khác nhau là sai và không được tính là điểm cuối. (Ngô Quốc Tạo, Đỗ Năng Toàn, 2001)
* Bước thứ tư trong thuật toán là phân loại các ngưỡng. Áp dụng cùng một ngưỡng độ trễ như thuật toán của Canny.

## Phát hiện biên dựa vào Wavelet

Phương pháp này sử dụng phép biến đổi wavelet rời rạc (DWT) để phân tích một hình ảnh thành nhiều hình ảnh với các đặc điểm và tính gần đúng. Gần giống với hình ảnh gốc, tỷ lệ 1/4.

Khả năng hình ảnh chứa thông tin về các giới hạn. Sự gần đúng cũng bao gồm thông tin chi tiết về các giới hạn. Câu hỏi đặt ra: tại sao không sử dụng hình cắt làm hình ảnh? (Đỗ Năng Toàn, Ngô Quốc Tạo, 1998)

Sự gần đúng này cũng bao gồm thông tin về đường viền, vì vậy hãy áp dụng đệ quy DWT một vài lần. Do đó, hãy sử dụng đệ quy DWT ở 6 mức độ phân giải. Công nghệ được sử dụng rộng rãi nhất là đa độ phân giải. (Phạm Thị Thùy, 2002)

Kết quả tốt thu được khi sử dụng phương pháp wavelet để phát hiện cạnh và sự kết hợp của nó. Sử dụng trọng số bộ lọc để đạt đến giới hạn của phương pháp Canny. Thuật toán biến đổi wavelet tương tự như biến đổi Kani biên. Từ hình ảnh thực tế, có thể thấy rằng việc sử dụng wavelets để phát hiện các cạnh có thể cung cấp rất nhiều thông tin về ranh giới. (Trần Ngọc Tú, 2010)

Phương pháp này không chỉ xác định các ràng buộc tương ứng mà còn bộc lộ những nhược điểm của các phép tính phức tạp. Tốc độ xử lý thấp hơn so với phương pháp đã trình bày. (Phạm Thị Thùy, 2002)

# kết luận

Trong quá trình nghiên cứu và thực hiện tài liệu đã thu được nhiều kết quả trong đó có cái nhìn tổng quan về vật lý của ảnh và xác định ranh giới của ảnh. Hệ thống hóa phương pháp xác định giới hạn. Chú thích, đánh giá các phương pháp phát hiện cạnh và chọn phương pháp thích hợp cho từng loại ảnh. Đặc biệt, phát hiện cạnh bằng phương pháp wavelet và sự kết hợp của nó là tuyệt vời để phát hiện cạnh, nhưng vẫn có nhược điểm là cần sửa chữa. Ngoài ra, khi nghiên cứu, bạn sẽ có thể tích lũy thêm kiến ​​thức về toán học và kỹ năng lập trình. Quan trọng hơn, các kỹ năng thực hành có thể được đưa vào thực hành để nghiên cứu khoa học.

Đây chỉ là bước đầu tiên, nhưng những kết quả này sẽ giúp bạn đạt được kết quả tốt hơn trong nghiên cứu sau này. Tiếp tục nghiên cứu của bạn dựa trên những phát hiện sơ bộ trong bài viết này.
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