![](data:image/png;base64,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)Parlamento europeo
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**Legge sull'intelligenza artificiale**

**Emendamenti del Parlamento europeo, approvati il 14 giugno 2023, alla proposta di regolamento del Parlamento europeo e del Consiglio che stabilisce regole armonizzate sull'intelligenza artificiale (legge sull'intelligenza artificiale) e modifica alcuni atti legislativi dell'Unione (COM(2021)0206 – C9-0146/2021 – 2021/0106(COD))**1

**(Procedura legislativa ordinaria: prima lettura)**

1 La questione è stata rinviata alla commissione competente in base all'articolo 59, paragrafo 4, quarto comma, del regolamento del Parlamento, per l'avvio di negoziati interistituzionali (A9-0188/2023).

**Emendamento 1**

**Proposta di regolamento Visto 4 bis (nuovo)**

*Testo della Commissione Emendamento*

visto il parere della Banca centrale europea,

**Emendamento 2**

**Proposta di regolamento Visto 4 ter (nuovo)**

*Testo della Commissione Emendamento*

visto il parere congiunto del comitato europeo per la protezione dei dati e del Garante europeo della protezione dei dati,

**Emendamento 3**

**Proposta di regolamento Considerando 1**

*Testo della Commissione Emendamento*

(1) Lo scopo del presente regolamento è ***migliorare*** il funzionamento del mercato interno ***istituendo*** un quadro giuridico uniforme in particolare per quanto riguarda lo sviluppo, ***la commercializzazione*** e l'uso dell'intelligenza artificiale (IA) in conformità ai valori dell'Unione***. Il presente regolamento persegue una serie di motivi imperativi di interesse pubblico, quali un elevato livello di protezione della salute, della sicurezza e dei diritti fondamentali,*** e garantisce la libera circolazione transfrontaliera di beni e servizi basati sull'IA, impedendo così agli Stati membri di imporre restrizioni allo sviluppo, alla commercializzazione e all'uso di sistemi di IA, salvo espressa autorizzazione del presente regolamento.

1. Lo scopo del presente regolamento è ***promuovere la diffusione di un'intelligenza artificiale antropocentrica e affidabile e garantire un livello elevato di protezione della salute, della sicurezza, dei diritti fondamentali, della democrazia e dello Stato di diritto, nonché dell'ambiente, dagli effetti nocivi dei sistemi di intelligenza artificiale nell'Unione, sostenendo nel contempo l'innovazione e migliorando*** il funzionamento del mercato interno. ***Il presente regolamento istituisce*** un quadro giuridico uniforme in particolare per quanto riguarda lo sviluppo, ***l'immissione sul mercato, la messa in servizio*** e l'uso dell'intelligenza artificiale (IA) in conformità ai valori dell'Unione e garantisce la libera circolazione transfrontaliera di beni e servizi basati

sull'IA, impedendo così agli Stati membri di imporre restrizioni allo sviluppo, alla commercializzazione e all'uso di sistemi di ***intelligenza artificiale (sistemi di*** IA***)***, salvo espressa autorizzazione del presente regolamento. ***Alcuni sistemi di IA possono anche avere un impatto sulla democrazia, sullo Stato di diritto e sull'ambiente. Tali preoccupazioni sono affrontate specificamente nei settori e nei casi d'uso critici elencati negli allegati del presente regolamento.***

**Emendamento 4**

**Proposta di regolamento Considerando 1 bis (nuovo)**

*Testo della Commissione Emendamento*

(1 bis) Il presente regolamento dovrebbe preservare i valori dell'Unione agevolando la diffusione dei benefici apportati dall'intelligenza artificiale nell'intera società, proteggendo le persone, le imprese, la democrazia, lo Stato di diritto e l'ambiente dai rischi, promuovendo nel contempo l'innovazione e l'occupazione e rendendo l'Unione un leader nel settore.

**Emendamento 5**

**Proposta di regolamento Considerando 2**

*Testo della Commissione Emendamento*

1. I ***sistemi di intelligenza artificiale (***sistemi di IA***)*** possono essere facilmente impiegati in molteplici settori dell'economia e della società, anche a livello transfrontaliero, e circolare in tutta l'Unione. Alcuni Stati membri hanno già preso in esame l'adozione di regole nazionali per garantire che l'intelligenza artificiale sia sicura e sia sviluppata e utilizzata nel rispetto degli obblighi in
2. I sistemi di IA possono essere facilmente impiegati in molteplici settori dell'economia e della società, anche a livello transfrontaliero, e circolare in tutta l'Unione. Alcuni Stati membri hanno già preso in esame l'adozione di regole nazionali per garantire che l'intelligenza artificiale sia ***affidabile e*** sicura e sia sviluppata e utilizzata nel rispetto degli obblighi in materia di diritti fondamentali.

materia di diritti fondamentali. Normative nazionali divergenti possono determinare una frammentazione del mercato interno e diminuire la certezza del diritto per gli operatori che sviluppano o utilizzano sistemi di IA. È pertanto opportuno garantire un livello di protezione costante ed elevato in tutta l'Unione, mentre dovrebbero essere evitate le divergenze che ostacolano la libera circolazione dei sistemi di IA e dei relativi prodotti e servizi nel mercato interno, stabilendo obblighi uniformi per gli operatori e garantendo la tutela uniforme dei motivi imperativi di interesse pubblico e dei diritti delle persone in tutto il mercato interno, sulla base dell'articolo 114 del trattato sul funzionamento dell'Unione europea (TFUE). ***Nella misura in cui il presente regolamento prevede regole specifiche sulla protezione delle persone fisiche con riguardo al trattamento dei dati personali, consistenti in limitazioni dell'uso dei sistemi di IA per l'identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto, è opportuno basare il presente regolamento, per quanto riguarda tali regole specifiche, sull'articolo 16 TFUE. Alla luce di tali regole specifiche e del ricorso***

all'articolo 16 TFUE, è opportuno consultare il comitato europeo per la protezione dei dati.

Normative nazionali divergenti possono determinare una frammentazione del mercato interno e diminuire la certezza del diritto per gli operatori che sviluppano o utilizzano sistemi di IA. È pertanto opportuno garantire un livello di protezione costante ed elevato in tutta l'Unione ***al fine di conseguire un'IA affidabile***, mentre dovrebbero essere evitate le divergenze che ostacolano la libera circolazione***, l'innovazione, la diffusione e l'adozione*** dei sistemi di IA e dei relativi prodotti e servizi nel mercato interno, stabilendo obblighi uniformi per gli operatori e garantendo la tutela uniforme dei motivi imperativi di interesse pubblico e dei diritti delle persone in tutto il mercato interno, sulla base dell'articolo 114 del trattato sul funzionamento dell'Unione europea (TFUE).

**Emendamento 6**

**Proposta di regolamento Considerando 2 bis (nuovo)**

*Testo della Commissione Emendamento*

(2 bis) Dal momento che l'intelligenza artificiale spesso si basa sul trattamento di grandi volumi di dati e che molti sistemi e applicazioni di IA si fondano sul trattamento di dati personali, è opportuno basare il presente regolamento sull'articolo 16 TFUE, che sancisce il

diritto alla protezione delle persone fisiche con riguardo al trattamento dei dati personali e prevede l'adozione di regole sulla protezione delle persone fisiche con riguardo al trattamento dei dati personali.

**Emendamento 7**

**Proposta di regolamento Considerando 2 ter (nuovo)**

*Testo della Commissione Emendamento*

(2 ter) Il diritto fondamentale alla protezione dei dati personali è garantito in particolare dai regolamenti(UE) 2016/679 e (UE) 2018/1725 e dalla direttiva (UE) 2016/680. La direttiva 2002/58/CE tutela inoltre la vita privata e la riservatezza delle comunicazioni, in particolare stabilendo le condizioni per l'archiviazione di dati personali e non personali e l'accesso ai dati archiviati in apparecchi terminali. Tali atti giuridici costituiscono la base di un trattamento dei dati sostenibile e responsabile, anche laddove i set di dati includano una combinazione di dati personali e non personali. Il presente regolamento non mira a pregiudicare l'applicazione del diritto dell'Unione esistente che disciplina il trattamento dei dati personali, inclusi i compiti e i poteri delle autorità di controllo indipendenti competenti a monitorare la conformità con tali strumenti. Inoltre, esso non pregiudica il diritto fondamentale alla vita privata e alla protezione dei dati personali previsto dal diritto dell'Unione in materia di protezione dei dati e della vita privata e sancito dalla Carta dei diritti fondamentali dell'Unione europea (la "Carta").

**Emendamento 8 Proposta di regolamento**

**Considerando 2 quater (nuovo)**

*Testo della Commissione Emendamento*

(2 quater) I sistemi di intelligenza artificiale nell'Unione sono soggetti alla pertinente legislazione in materia di sicurezza dei prodotti, che prevede un quadro per la protezione dei consumatori dai prodotti pericolosi in generale, e tale legislazione dovrebbe continuare ad applicarsi. Il presente regolamento lascia inoltre impregiudicate le norme stabilite da altri atti giuridici dell'Unione in materia di protezione dei consumatori e sicurezza dei prodotti, tra cui il regolamento (UE) 2017/2394, il regolamento (UE) 2019/1020, la direttiva 2001/95/CE sulla sicurezza generale dei prodotti e la direttiva 2013/11/UE.

**Emendamento 9 Proposta di regolamento**

**Considerando 2 quinquies (nuovo)**

*Testo della Commissione Emendamento*

(2 quinquies) In conformità dell'articolo 114, paragrafo 2, TFUE, il presente regolamento integra e non dovrebbe pregiudicare i diritti e gli interessi dei lavoratori dipendenti. Il presente regolamento non dovrebbe pertanto incidere sulla normativa dell'Unione in materia di politica sociale né sulla normativa e sulle pratiche nazionali in materia di lavoro, vale a dire qualsiasi disposizione giuridica e contrattuale relativa alle condizioni di impiego, alle condizioni di lavoro, comprese la salute e la sicurezza sul luogo di lavoro, e al rapporto tra datori di lavoro e lavoratori, incluse l'informazione, la consultazione e la partecipazione. Il presente regolamento non dovrebbe pregiudicare l'esercizio dei diritti fondamentali riconosciuti dagli Stati membri e a livello di Unione, compresi il diritto o la libertà di sciopero o il diritto o la libertà di intraprendere altre

azioni contemplate dalla disciplina delle relazioni industriali negli Stati membri, in conformità della normativa e/o delle prassi nazionali. Esso non dovrebbe neppure pregiudicare le pratiche di concertazione o il diritto di negoziare, concludere ed eseguire accordi collettivi, o di intraprendere azioni collettive in conformità della normativa e/o delle prassi nazionali. Il presente regolamento non dovrebbe in alcun caso impedire alla Commissione di proporre una legislazione specifica sui diritti e sulle libertà dei lavoratori interessati dai sistemi di IA.

**Emendamento 10**

**Proposta di regolamento Considerando 2 sexies (nuovo)**

*Testo della Commissione Emendamento*

(2 sexies) Il presente regolamento dovrebbe lasciare impregiudicate le disposizioni volte a migliorare le condizioni di lavoro nel lavoro mediante piattaforme digitali di cui alla direttiva ... [2021/0414(COD)].

**Emendamento 11 Proposta di regolamento**

**Considerando 2 septies (nuovo)**

*Testo della Commissione Emendamento*

(2 septies) È opportuno che il presente regolamento contribuisca a sostenere la ricerca e l'innovazione, non comprometta le attività di ricerca e sviluppo e rispetti la libertà della ricerca scientifica. È pertanto necessario escludere dal suo ambito di applicazione i sistemi di IA specificamente sviluppati al solo scopo di ricerca e sviluppo in ambito scientifico e garantire che il regolamento non incida altrimenti sulle attività scientifiche di ricerca e sviluppo relative ai sistemi di IA. In ogni

circostanza, qualsiasi attività di ricerca e sviluppo dovrebbe essere svolta conformemente alla Carta, al diritto dell'Unione nonché al diritto nazionale.

**Emendamento 12**

**Proposta di regolamento Considerando 3**

*Testo della Commissione Emendamento*

1. L'intelligenza artificiale consiste in una famiglia di tecnologie in rapida evoluzione che può contribuire al conseguimento di un'ampia gamma di benefici a livello economico e sociale nell'intero spettro delle attività industriali e sociali. L'uso dell'intelligenza artificiale, garantendo un miglioramento delle previsioni, l'ottimizzazione delle operazioni e dell'assegnazione delle risorse e la personalizzazione delle soluzioni digitali disponibili per i singoli e le organizzazioni, può fornire vantaggi competitivi fondamentali alle imprese e condurre a risultati vantaggiosi sul piano sociale ed ambientale, ad esempio in materia di assistenza sanitaria, agricoltura, istruzione e formazione, gestione delle infrastrutture, energia, trasporti e logistica, servizi pubblici, sicurezza, giustizia, efficienza dal punto di vista energetico e delle risorse, mitigazione dei cambiamenti climatici e adattamento ad essi.
2. L'intelligenza artificiale consiste in una famiglia di tecnologie in rapida evoluzione che può contribuire ***e già contribuisce*** al conseguimento di un'ampia gamma di benefici a livello economico***, ambientale*** e sociale nell'intero spettro delle attività industriali e sociali ***se sviluppata in conformità di principi generali pertinenti in linea con la Carta e i valori su cui si fonda l'Unione***. L'uso dell'intelligenza artificiale, garantendo un miglioramento delle previsioni, l'ottimizzazione delle operazioni e dell'assegnazione delle risorse e la personalizzazione delle soluzioni digitali disponibili per i singoli e le organizzazioni, può fornire vantaggi competitivi fondamentali alle imprese e condurre a risultati vantaggiosi sul piano sociale ed ambientale, ad esempio in materia di assistenza sanitaria, agricoltura, ***sicurezza alimentare,*** istruzione e formazione, ***media, sport, cultura,*** gestione delle infrastrutture, energia, trasporti e logistica, ***gestione delle crisi,*** servizi pubblici, sicurezza, giustizia, efficienza dal punto di vista energetico e delle risorse, ***monitoraggio ambientale, conservazione e ripristino della biodiversità e degli ecosistemi,*** mitigazione dei cambiamenti climatici e adattamento ad essi.

**Emendamento 13**

**Proposta di regolamento Considerando 3 bis (nuovo)**

*Testo della Commissione Emendamento*

(3 bis) Al fine di contribuire al conseguimento degli obiettivi di neutralità in termini di emissioni di carbonio, le imprese europee dovrebbero tentare di avvalersi di tutti i progressi tecnologici disponibili che possano contribuire al raggiungimento di tali obiettivi.

L'intelligenza artificiale è una tecnologia potenzialmente in grado di essere utilizzata per il trattamento del volume sempre crescente di dati creati nell'ambito dei processi industriali, ambientali, sanitari e di altro tipo. Al fine di agevolare gli investimenti in strumenti di analisi e ottimizzazione basati sull'IA, il presente regolamento dovrebbe creare un contesto prevedibile e proporzionato per soluzioni industriali a basso rischio.

**Emendamento 14**

**Proposta di regolamento Considerando 4**

*Testo della Commissione Emendamento*

1. L'intelligenza artificiale può nel contempo, a seconda delle circostanze relative alla sua applicazione e al suo utilizzo specifici, comportare rischi e pregiudicare gli interessi pubblici e i diritti tutelati dalla legislazione dell'Unione. Tale pregiudizio può essere sia materiale sia immateriale.
2. L'intelligenza artificiale può nel contempo, a seconda delle circostanze relative alla sua applicazione e al suo utilizzo specifici, ***nonché del livello di sviluppo tecnologico,*** comportare rischi e pregiudicare gli interessi pubblici ***o privati*** e i diritti ***fondamentali delle persone fisiche*** tutelati dalla legislazione dell'Unione. Tale pregiudizio può essere sia materiale sia immateriale***, compreso il pregiudizio fisico, psicologico, sociale o economico***.

**Emendamento 15**

**Proposta di regolamento Considerando 4 bis (nuovo)**

*Testo della Commissione Emendamento*

(4 bis) In considerazione dell'impatto significativo che l'intelligenza artificiale può avere sulla società e della necessità di creare maggiore fiducia, è essenziale che l'intelligenza artificiale e il suo quadro normativo siano sviluppati conformemente ai valori dell'Unione sanciti dall'articolo 2 TUE, ai diritti e alle libertà fondamentali sanciti dai trattati, alla Carta e al diritto internazionale in materia di diritti umani. Come prerequisito, l'intelligenza artificiale dovrebbe essere una tecnologia antropocentrica. Essa non dovrebbe sostituire l'autonomia umana o presupporre la perdita della libertà individuale e dovrebbe essere principalmente al servizio della società e del bene comune. È opportuno prevedere misure per garantire lo sviluppo e l'utilizzo di un'intelligenza artificiale eticamente integrata che rispetti i valori dell'Unione e la Carta.

**Emendamento 16**

**Proposta di regolamento Considerando 5**

*Testo della Commissione Emendamento*

1. Si rende pertanto necessario un quadro giuridico dell'Unione che istituisca regole armonizzate in materia di intelligenza artificiale per promuovere lo sviluppo, l'uso e l'adozione dell'intelligenza artificiale nel mercato interno, garantendo nel contempo un elevato livello di protezione degli interessi pubblici, quali la salute e la sicurezza ***e*** la protezione dei diritti fondamentali, come riconosciuti e tutelati dal diritto dell'Unione. Per conseguire tale obiettivo, è opportuno stabilire regole che disciplinino l'immissione sul mercato ***e*** la messa in servizio di determinati sistemi di IA,
2. Si rende pertanto necessario un quadro giuridico dell'Unione che istituisca regole armonizzate in materia di intelligenza artificiale per promuovere lo sviluppo, l'uso e l'adozione dell'intelligenza artificiale nel mercato interno, garantendo nel contempo un elevato livello di protezione degli interessi pubblici, quali la salute e la sicurezza***,*** la protezione dei diritti fondamentali, ***la democrazia, lo Stato di diritto e l'ambiente,*** come riconosciuti e tutelati dal diritto dell'Unione. Per conseguire tale obiettivo, è opportuno stabilire regole che disciplinino l'immissione sul mercato***,*** la messa in

garantendo in tal modo il buon funzionamento del mercato interno e consentendo a tali sistemi di beneficiare del principio della libera circolazione di beni e servizi. Stabilendo tali regole, il presente regolamento contribuisce all'obiettivo dell'Unione di essere un leader mondiale nello sviluppo di un'intelligenza artificiale sicura, affidabile ed etica, come affermato dal Consiglio europeo***33***, e garantisce la tutela dei principi etici, come specificamente richiesto dal Parlamento europeo***34***.

servizio ***e l'uso*** di determinati sistemi di IA, garantendo in tal modo il buon funzionamento del mercato interno e consentendo a tali sistemi di beneficiare del principio della libera circolazione di beni e servizi. ***Tali norme dovrebbero essere chiare e solide nel tutelare i diritti fondamentali, sostenere nuove soluzioni innovative e consentire un ecosistema europeo di attori pubblici e privati che creino sistemi di IA in linea con i valori dell'Unione.*** Stabilendo tali regole ***nonché le misure a sostegno dell'innovazione, con particolare attenzione alle PMI e alle***

***start-up***, il presente regolamento contribuisce all'obiettivo ***di promuovere l'IA "Made in Europe" e all'obiettivo*** dell'Unione di essere un leader mondiale nello sviluppo di un'intelligenza artificiale sicura, affidabile ed etica, come affermato dal Consiglio europeo***33***, e garantisce la tutela dei principi etici, come specificamente richiesto dal Parlamento europeo***34***.

33 Consiglio europeo, riunione straordinaria del Consiglio europeo (1 e 2 ottobre 2020)

* Conclusioni, EUCO 13/20, 2020, pag. 6.

34 Risoluzione del Parlamento europeo del 20 ottobre 2020 recante raccomandazioni alla Commissione concernenti il quadro relativo agli aspetti etici dell'intelligenza artificiale, della robotica e delle tecnologie correlate (2020/2012(INL)).

33 Consiglio europeo, riunione straordinaria del Consiglio europeo (1 e 2 ottobre 2020)

* Conclusioni, EUCO 13/20, 2020, pag. 6.

34 Risoluzione del Parlamento europeo del 20 ottobre 2020 recante raccomandazioni alla Commissione concernenti il quadro relativo agli aspetti etici dell'intelligenza artificiale, della robotica e delle tecnologie correlate (2020/2012(INL)).

**Emendamento 17**

**Proposta di regolamento Considerando 5 bis (nuovo)**

*Testo della Commissione Emendamento*

(5 bis) Inoltre, al fine di promuovere lo sviluppo dei sistemi di IA conformemente ai valori dell'Unione, quest'ultima deve far fronte alle principali lacune e barriere che bloccano il potenziale della trasformazione digitale, tra cui la carenza

di lavoratori dotati di competenze digitali, le preoccupazioni legate alla cibersicurezza, la mancanza di investimenti e di accesso agli investimenti, nonché i divari esistenti e potenziali tra le grandi imprese, le PMI e le start-up.

Occorre prestare particolare attenzione a garantire che i benefici dell'IA e dell'innovazione nelle nuove tecnologie siano percepiti in tutte le regioni dell'Unione e che siano previsti investimenti e risorse sufficienti, soprattutto per le regioni che possono registrare ritardi in relazione ad alcuni indicatori digitali.

**Emendamento 18**

**Proposta di regolamento Considerando 6**

*Testo della Commissione Emendamento*

1. La nozione di sistema di IA dovrebbe essere definita in maniera chiara al fine di garantire la certezza del diritto, prevedendo nel contempo la flessibilità necessaria per agevolare i ***futuri*** sviluppi tecnologici. ***La definizione*** dovrebbe essere basata sulle principali caratteristiche ***funzionali del software***, ***in particolare sulla capacità, per una determinata serie di obiettivi definiti dall'uomo, di generare output*** quali ***contenuti, previsioni, raccomandazioni o decisioni che influenzano l'ambiente con cui il sistema interagisce, tanto in una dimensione fisica quanto in una dimensione digitale***. I sistemi di IA ***possono essere*** progettati per funzionare con livelli di autonomia variabili e ***per essere utilizzati come elementi indipendenti (stand-alone) o come componenti di un prodotto, a prescindere dal fatto che il sistema sia fisicamente incorporato nel prodotto (integrato) o assista la funzionalità del prodotto*** senza ***esservi incorporato (non integrato)***. ***La definizione di*** sistema di IA ***dovrebbe essere completata da un elenco***
2. La nozione di sistema di IA ***di cui al presente regolamento*** dovrebbe essere definita in maniera chiara ***e strettamente allineata al lavoro delle organizzazioni internazionali che si occupano di intelligenza artificiale*** al fine di garantire la certezza del diritto, ***l'armonizzazione e un'ampia accettazione,*** prevedendo nel contempo la flessibilità necessaria per agevolare i ***rapidi*** sviluppi tecnologici ***in questo ambito***. ***Inoltre, essa*** dovrebbe essere basata sulle principali caratteristiche ***dell'intelligenza artificiale***, quali ***le sue capacità di apprendimento, ragionamento o modellizzazione, in modo da distinguerla da sistemi software o approcci di programmazione più semplici***. I sistemi di IA ***sono*** progettati per funzionare con livelli di autonomia variabili***, il che significa che dispongono almeno di un certo grado di autonomia di azione rispetto ai controlli umani*** e ***di capacità di funzionare*** senza ***l'intervento umano***. ***Il termine "automatizzato" si riferisce al fatto che il funzionamento dei sistemi di IA prevede l'uso di macchine. Il***

di tecniche e approcci specifici utilizzati per il suo sviluppo, che dovrebbe essere tenuto aggiornato alla luce degli sviluppi di mercato e tecnologici mediante l'adozione da parte della Commissione di atti delegati volti a modificare tale elenco.

riferimento a obiettivi espliciti o impliciti sottolinea che i sistemi di IA possono operare in base a obiettivi espliciti definiti dall'uomo o a obiettivi impliciti. Gli obiettivi del sistema di IA possono essere diversi dalla finalità prevista del sistema di IA in un contesto specifico. Il riferimento alle previsioni comprende il contenuto, che nel presente regolamento è considerato una forma di previsione, in quanto uno dei possibili output prodotti da un sistema di IA. Ai fini del presente regolamento, gli ambienti dovrebbero essere intesi come i contesti in cui operano i sistemi di IA, mentre gli output generati dal sistema di IA, ossia previsioni, raccomandazioni o decisioni, rispondono agli obiettivi del sistema sulla base degli input provenienti da tale ambiente. Tale output influenza ulteriormente detto ambiente, anche solo mediante l'introduzione di nuove informazioni.

**Emendamento 19**

**Proposta di regolamento Considerando 6 bis (nuovo)**

*Testo della Commissione Emendamento*

(6 bis) I sistemi di IA sono spesso dotati di capacità di apprendimento automatico che consentono loro di adattarsi e di svolgere nuovi compiti in autonomia.

L'apprendimento automatico si riferisce al processo computazionale di ottimizzazione dei parametri di un modello a partire dai dati, una costruzione matematica che genera un output basato su dati di input. Gli approcci di apprendimento automatico comprendono, ad esempio, l'apprendimento supervisionato, l'apprendimento non supervisionato e l'apprendimento per rinforzo e utilizzano una varietà di metodi, tra cui l'apprendimento profondo (deep learning) con reti neurali. Il presente regolamento mira ad affrontare i

nuovi rischi potenziali che potrebbero sorgere delegando il controllo ai sistemi di IA, in particolare ai sistemi di IA che possono evolvere in seguito alla loro diffusione. La funzione e gli output di molti di questi sistemi di IA si basano su relazioni matematiche astratte che per gli esseri umani risultano difficili da comprendere e monitorare e i cui input specifici sono difficili da rintracciare. Tali caratteristiche complesse e opache (elemento "scatola nera") incidono sulla rendicontabilità e sulla spiegabilità.

Tecniche comparabilmente più semplici, come gli approcci basati sulle conoscenze, le stime bayesiane o gli alberi decisionali, possono altresì comportare lacune giuridiche che devono essere affrontate dal presente regolamento, in particolare se usate in combinazione con gli approcci di apprendimento automatico nei sistemi ibridi.

**Emendamento 20**

**Proposta di regolamento Considerando 6 ter (nuovo)**

*Testo della Commissione Emendamento*

(6 ter) I sistemi di IA possono essere utilizzati come sistemi software indipendenti (stand-alone), incorporati in un prodotto fisico (integrati), utilizzati per assistere la funzionalità di un prodotto fisico senza esservi incorporati (non integrati) o utilizzati come componenti di IA di un sistema più ampio. Qualora tale sistema più ampio non funzionasse senza il componente di IA in questione, l'intero sistema più ampio dovrebbe essere considerato un unico sistema di IA a norma del presente regolamento.

**Emendamento 21**

**Proposta di regolamento Considerando 7**

*Testo della Commissione Emendamento*

1. La nozione di dati biometrici utilizzata nel presente regolamento è in linea e dovrebbe essere interpretata in modo coerente con la nozione di dati biometrici di cui all'articolo 4, punto 14), del regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio***35, all'articolo 3, punto 18), del regolamento (UE) n. 2018/1725 del Parlamento europeo e del Consiglio36 e all'articolo 3, punto 13), della direttiva (UE) 2016/680 del Parlamento europeo e del Consiglio37***.
2. La nozione di dati biometrici utilizzata nel presente regolamento è in linea e dovrebbe essere interpretata in modo coerente con la nozione di dati biometrici di cui all'articolo 4, punto 14), del regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio35. ***I dati basati su elementi biometrici sono dati aggiuntivi ottenuti da un trattamento tecnico specifico in relazione ai segnali fisici, fisiologici o comportamentali di una persona fisica, quali ad esempio le espressioni facciali, i movimenti, la frequenza cardiaca, la voce, la pressione esercitata sui tasti o l'andatura, che possono o non possono consentire o confermare l'identificazione univoca di una persona fisica.***

35 Regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio, del 27 aprile 2016, relativo alla protezione delle persone fisiche con riguardo al trattamento dei dati personali, nonché alla libera circolazione di tali dati e che abroga la direttiva 95/46/CE (regolamento generale sulla protezione dei dati) (GU L 119 del 4.5.2016, pag. 1).

36 Regolamento (UE) 2018/1725 del Parlamento europeo e del Consiglio, del 23 ottobre 2018, sulla tutela delle persone fisiche in relazione al trattamento dei dati personali da parte delle istituzioni, degli organi e degli organismi dell'Unione e sulla libera circolazione di tali dati, e che abroga il regolamento (CE) n. 45/2001 e la decisione n. 1247/2002/CE (GU L 295 del 21.11.2018, pag. 39).

37 Direttiva (UE) 2016/680 del Parlamento europeo e del Consiglio, del 27 aprile 2016, relativa alla protezione delle persone fisiche con riguardo al trattamento dei dati personali da parte delle autorità competenti a fini di prevenzione, indagine, accertamento e perseguimento di reati o esecuzione di

35 Regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio, del 27 aprile 2016, relativo alla protezione delle persone fisiche con riguardo al trattamento dei dati personali, nonché alla libera circolazione di tali dati e che abroga la direttiva 95/46/CE (regolamento generale sulla protezione dei dati) (GU L 119 del 4.5.2016, pag. 1).

sanzioni penali, nonché alla libera circolazione di tali dati e che abroga la decisione quadro 2008/977/GAI del Consiglio (direttiva sulla protezione dei dati nelle attività di polizia e giudiziarie) (GU L 119 del 4.5.2016, pag. 89).

**Emendamento 22 Proposta di regolamento**

**Considerando 7 bis (nuovo)**

*Testo della Commissione Emendamento*

(7 bis) La nozione di "identificazione biometrica" utilizzata nel presente regolamento dovrebbe essere definita come il riconoscimento automatico di caratteristiche fisiche, fisiologiche, comportamentali e psicologiche di una persona, quali il volto, il movimento degli occhi, le espressioni facciali, la forma del corpo, la voce, il linguaggio, l'andatura, la postura, la frequenza cardiaca, la pressione sanguigna, l'odore, la pressione esercitata sui tasti, le reazioni psicologiche (rabbia, angoscia, dolore, ecc.), allo scopo di determinare l'identità di una persona confrontando i suoi dati biometrici con quelli di altri individui memorizzati in una banca dati (identificazione "uno a molti"), indipendentemente dal fatto che la persona abbia fornito il proprio consenso.

**Emendamento 23 Proposta di regolamento**

**Considerando 7 ter (nuovo)**

*Testo della Commissione Emendamento*

(7 ter) La nozione di categorizzazione biometrica utilizzata nel presente regolamento dovrebbe essere definita come l'assegnazione di persone fisiche a categorie specifiche o la deduzione delle loro caratteristiche o dei loro attributi,

quali il genere, il sesso, l'età, il colore dei capelli, il colore degli occhi, i tatuaggi, l'origine etnica o sociale, la salute, l'abilità mentale o fisica, i tratti comportamentali o di personalità, la lingua, la religione o l'appartenenza a una minoranza nazionale o l'orientamento sessuale o politico, sulla base dei loro dati biometrici o dei dati basati su elementi biometrici o che possono essere dedotti da tali dati.

**Emendamento 24**

**Proposta di regolamento Considerando 8**

*Testo della Commissione Emendamento*

1. È opportuno definire a livello funzionale la nozione di sistema di identificazione biometrica remota utilizzata nel presente regolamento, quale sistema di IA destinato all'identificazione a distanza di persone fisiche mediante il confronto dei dati biometrici di una persona con i dati biometrici contenuti in una banca dati di riferimento, e senza sapere in anticipo se la persona interessata sarà presente e può essere identificata, a prescindere dalla tecnologia, dai processi o dai tipi specifici di dati biometrici utilizzati. Tenuto conto delle loro diverse caratteristiche e modalità di utilizzo, nonché dei diversi rischi connessi, è opportuno operare una distinzione tra sistemi di identificazione biometrica remota "in tempo reale" e "a posteriori". Nel caso dei sistemi "in tempo reale", il rilevamento dei dati biometrici, il confronto e l'identificazione avvengono tutti istantaneamente, quasi istantaneamente o in ogni caso senza ritardi significativi. A tale riguardo, non dovrebbe essere possibile eludere le regole del presente regolamento per quanto attiene all'uso "in tempo reale" dei sistemi di IA in questione prevedendo ritardi minimi. I sistemi "in tempo reale" comportano l'uso di materiale "dal vivo" o "quasi dal vivo"
2. È opportuno definire a livello funzionale la nozione di sistema di identificazione biometrica remota utilizzata nel presente regolamento, quale sistema di IA destinato all'identificazione a distanza di persone fisiche mediante il confronto dei dati biometrici di una persona con i dati biometrici contenuti in una banca dati di riferimento, e senza sapere in anticipo se la persona interessata sarà presente e può essere identificata, a prescindere dalla tecnologia, dai processi o dai tipi specifici di dati biometrici utilizzati***, escludendo i sistemi di verifica che si limitano a confrontare i dati biometrici di una persona fisica con i dati biometrici forniti in precedenza ("uno a uno")***. Tenuto conto delle loro diverse caratteristiche e modalità di utilizzo, nonché dei diversi rischi connessi, è opportuno operare una distinzione tra sistemi di identificazione biometrica remota "in tempo reale" e "a posteriori". Nel caso dei sistemi "in tempo reale", il rilevamento dei dati biometrici, il confronto e l'identificazione avvengono tutti istantaneamente, quasi istantaneamente o in ogni caso senza ritardi significativi. A tale riguardo, non dovrebbe essere possibile eludere le regole del presente regolamento per quanto attiene

(ad esempio filmati) generato da una telecamera o da un altro dispositivo con funzionalità analoghe. Nel caso dei sistemi di identificazione "a posteriori", invece, i dati biometrici sono già stati rilevati e il confronto e l'identificazione avvengono solo con un ritardo significativo. Si tratta di materiale, come immagini o filmati generati da telecamere a circuito chiuso o da dispositivi privati, che è stato generato prima che il sistema fosse usato in relazione alle persone fisiche interessate.

all'uso "in tempo reale" dei sistemi di IA in questione prevedendo ritardi minimi. I sistemi "in tempo reale" comportano l'uso di materiale "dal vivo" o "quasi dal vivo" (ad esempio filmati) generato da una telecamera o da un altro dispositivo con funzionalità analoghe. Nel caso dei sistemi di identificazione "a posteriori", invece, i dati biometrici sono già stati rilevati e il confronto e l'identificazione avvengono solo con un ritardo significativo. Si tratta di materiale, come immagini o filmati generati da telecamere a circuito chiuso o da dispositivi privati, che è stato generato prima che il sistema fosse usato in relazione alle persone fisiche interessate.

Poiché la nozione di identificazione biometrica è indipendente dal consenso della persona, tale definizione si applica anche quando le avvertenze sono collocate nel luogo soggetto alla vigilanza del sistema di identificazione biometrica remota, e non è di fatto annullata dal pre- inserimento.

**Emendamento 25**

**Proposta di regolamento Considerando 8 bis (nuovo)**

*Testo della Commissione Emendamento*

(8 bis) L'identificazione a distanza delle persone fisiche è intesa a distinguere i sistemi di identificazione biometrica remota dai sistemi di verifica individuale di prossimità che utilizzano mezzi di identificazione biometrica, il cui unico scopo è quello di confermare se una determinata persona fisica che si presenta per l'identificazione disponga o meno di un'autorizzazione, ad esempio per accedere a un servizio, a un dispositivo o a locali.

**Emendamento 26**

**Proposta di regolamento Considerando 9**

*Testo della Commissione Emendamento*

1. Ai fini del presente regolamento la nozione di spazio accessibile al pubblico dovrebbe essere intesa come riferita a qualsiasi luogo fisico accessibile al pubblico, a prescindere dal fatto che il luogo in questione sia di proprietà pubblica o privata. La nozione non contempla pertanto i luoghi di natura privata, quali abitazioni, circoli privati, uffici, magazzini e fabbriche, che non sono di norma accessibili a terzi, comprese le autorità di contrasto, a meno che tali soggetti non siano stati specificamente invitati o autorizzati. Non sono del pari contemplati gli spazi online, dato che non sono luoghi fisici. Il semplice fatto che possano applicarsi determinate condizioni di accesso a uno spazio specifico, quali biglietti d'ingresso o limiti di età, non significa tuttavia che lo spazio non sia accessibile al pubblico ai sensi del presente regolamento. Di conseguenza, oltre agli spazi pubblici come le strade, le parti pertinenti degli edifici governativi e la maggior parte delle infrastrutture di trasporto, sono di norma accessibili al pubblico anche spazi quali cinema, teatri, negozi e centri commerciali. L'accessibilità di un determinato spazio al pubblico dovrebbe tuttavia essere determinata caso per caso, tenendo conto delle specificità della singola situazione presa in esame.
2. Ai fini del presente regolamento la nozione di spazio accessibile al pubblico dovrebbe essere intesa come riferita a qualsiasi luogo fisico accessibile al pubblico, a prescindere dal fatto che il luogo in questione sia di proprietà pubblica o privata ***e indipendentemente dalle potenziali restrizioni di capacità***. La nozione non contempla pertanto i luoghi di natura privata, quali abitazioni, circoli privati, uffici, magazzini e fabbriche, che non sono di norma accessibili a terzi, comprese le autorità di contrasto, a meno che tali soggetti non siano stati specificamente invitati o autorizzati. Non sono del pari contemplati gli spazi online, dato che non sono luoghi fisici. Il semplice fatto che possano applicarsi determinate condizioni di accesso a uno spazio specifico, quali biglietti d'ingresso o limiti di età, non significa tuttavia che lo spazio non sia accessibile al pubblico ai sensi del presente regolamento. Di conseguenza, oltre agli spazi pubblici come le strade, le parti pertinenti degli edifici governativi e la maggior parte delle infrastrutture di trasporto, sono di norma accessibili al pubblico anche spazi quali cinema, teatri, ***campi sportivi, scuole, università, parti pertinenti di ospedali e banche, parchi di divertimento, festival,*** negozi e centri commerciali. L'accessibilità di un determinato spazio al pubblico dovrebbe tuttavia essere determinata caso per caso, tenendo conto delle specificità della singola situazione presa in esame.

**Emendamento 27**

**Proposta di regolamento Considerando 9 bis (nuovo)**

*Testo della Commissione Emendamento*

(9 bis) È importante osservare che i sistemi di IA dovrebbero fare il possibile per rispettare i principi generali che istituiscono un quadro di alto livello che promuova un approccio coerente e antropocentrico a un'IA etica e affidabile, in linea con la Carta dei diritti fondamentali dell'Unione europea e i valori su cui si fonda l'Unione, tra cui la protezione dei diritti fondamentali, l'intervento e la sorveglianza umani, la robustezza tecnica e la sicurezza, la riservatezza e la governance dei dati, la trasparenza, la non discriminazione e l'equità nonché il benessere sociale e ambientale.

**Emendamento 28 Proposta di regolamento**

**Considerando 9 ter (nuovo)**

*Testo della Commissione Emendamento*

(9 ter) L'"alfabetizzazione in materia di IA" si riferisce alle competenze, alle conoscenze e alla comprensione che consentono ai fornitori, agli utenti e alle persone interessate, tenendo conto dei loro rispettivi diritti e obblighi nel contesto del presente regolamento, di procedere a una diffusione informata dei sistemi di IA, nonché di acquisire consapevolezza in merito alle opportunità e ai rischi dell'IA e ai possibili danni che essa può causare, promuovendone in tal modo il controllo democratico.

L'alfabetizzazione in materia di IA non dovrebbe limitarsi all'apprendimento di strumenti e tecnologie, ma dovrebbe anche mirare a dotare i fornitori e gli utenti delle nozioni e delle competenze necessarie per garantire la conformità al presente regolamento e la sua applicazione. È pertanto necessario che la Commissione, gli Stati membri, nonché i

fornitori e gli utenti dei sistemi di IA, in collaborazione con tutti i pertinenti portatori di interessi, promuovano lo sviluppo di un livello sufficiente di alfabetizzazione in materia di IA in tutti i settori della società, per le persone di tutte le età, ivi comprese le donne e le ragazze, e che i progressi in tal senso siano seguiti con attenzione.

**Emendamento 29**

**Proposta di regolamento Considerando 10**

*Testo della Commissione Emendamento*

1. Al fine di garantire condizioni di parità e una protezione efficace dei diritti e delle libertà delle persone in tutta l'Unione, è opportuno che le regole stabilite dal presente regolamento si applichino ai fornitori di sistemi di IA in modo non discriminatorio, a prescindere dal fatto che siano stabiliti nell'Unione o in un paese terzo, e agli ***utenti*** dei sistemi di IA stabiliti nell'Unione.
2. Al fine di garantire condizioni di parità e una protezione efficace dei diritti e delle libertà delle persone in tutta l'Unione ***e a livello internazionale***, è opportuno che le regole stabilite dal presente regolamento si applichino ai fornitori di sistemi di IA in modo non discriminatorio, a prescindere dal fatto che siano stabiliti nell'Unione o in un paese terzo, e agli ***operatori*** dei sistemi di IA stabiliti nell'Unione. ***Affinché l'Unione sia fedele ai suoi valori fondamentali, i sistemi di IA destinati a essere utilizzati per pratiche considerate inaccettabili dal presente regolamento dovrebbero essere considerati inaccettabili anche al di fuori dell'Unione a causa della loro incidenza particolarmente nociva sui diritti fondamentali sanciti dalla Carta. È pertanto opportuno vietare l'esportazione di tali sistemi di IA verso paesi terzi da parte di fornitori residenti nell'Unione.***

**Emendamento 30**

**Proposta di regolamento Considerando 11**

*Testo della Commissione Emendamento*

1. Alla luce della loro natura di (11) Alla luce della loro natura di

sistemi digitali, è opportuno che determinati sistemi di IA rientrino nell'ambito di applicazione del presente regolamento anche quando non sono immessi sul mercato, né messi in servizio, né utilizzati nell'Unione. È il caso, ad esempio, di un operatore stabilito nell'Unione che appalta alcuni servizi a un operatore stabilito al di fuori dell'Unione in relazione a un'attività che deve essere svolta da un sistema di IA che sarebbe classificato ad alto rischio e i cui effetti avrebbero un impatto sulle persone fisiche che si trovano nell'Unione. In tali circostanze il sistema di IA utilizzato dall'operatore al di fuori dell'Unione potrebbe trattare dati raccolti nell'Unione e da lì trasferiti, nel rispetto della legge, e fornire all'operatore appaltante nell'Unione l'output di tale sistema di IA risultante da tale trattamento, senza che tale sistema di IA sia immesso sul mercato, messo in servizio o utilizzato nell'Unione. Al fine di impedire l'elusione del presente regolamento e di garantire una protezione efficace delle persone fisiche che si trovano nell'Unione, è opportuno che il presente regolamento si applichi anche ai fornitori ***e*** agli utenti di sistemi di IA stabiliti in un paese terzo, nella misura in cui l'output prodotto da tali sistemi è utilizzato nell'Unione. Cionondimeno, per tener conto degli accordi vigenti e delle esigenze particolari per la cooperazione con partner stranieri con cui sono scambiate informazioni e elementi probatori, il presente regolamento non dovrebbe applicarsi alle autorità pubbliche di un paese terzo e alle organizzazioni internazionali che agiscono nel quadro di accordi internazionali conclusi a livello nazionale o europeo per la cooperazione delle autorità giudiziarie e di contrasto con l'Unione o con i suoi Stati membri. Tali accordi sono stati conclusi bilateralmente tra Stati membri e paesi terzi o tra l'Unione europea, Europol e altre agenzie dell'UE e paesi terzi e organizzazioni internazionali.

sistemi digitali, è opportuno che determinati sistemi di IA rientrino nell'ambito di applicazione del presente regolamento anche quando non sono immessi sul mercato, né messi in servizio, né utilizzati nell'Unione. È il caso, ad esempio, di un operatore stabilito nell'Unione che appalta alcuni servizi a un operatore stabilito al di fuori dell'Unione in relazione a un'attività che deve essere svolta da un sistema di IA che sarebbe classificato ad alto rischio e i cui effetti avrebbero un impatto sulle persone fisiche che si trovano nell'Unione. In tali circostanze il sistema di IA utilizzato dall'operatore al di fuori dell'Unione potrebbe trattare dati raccolti nell'Unione e da lì trasferiti, nel rispetto della legge, e fornire all'operatore appaltante nell'Unione l'output di tale sistema di IA risultante da tale trattamento, senza che tale sistema di IA sia immesso sul mercato, messo in servizio o utilizzato nell'Unione. Al fine di impedire l'elusione del presente regolamento e di garantire una protezione efficace delle persone fisiche che si trovano nell'Unione, è opportuno che il presente regolamento si applichi anche ai fornitori***,*** agli utenti ***e agli operatori*** di sistemi di IA stabiliti in un paese terzo, nella misura in cui l'output prodotto da tali sistemi è ***destinato a essere*** utilizzato nell'Unione. Cionondimeno, per tener conto degli accordi vigenti e delle esigenze particolari per la cooperazione con partner stranieri con cui sono scambiate informazioni e elementi probatori, il presente regolamento non dovrebbe applicarsi alle autorità pubbliche di un paese terzo e alle organizzazioni internazionali che agiscono nel quadro di accordi internazionali conclusi a livello nazionale o europeo per la cooperazione delle autorità giudiziarie e di contrasto con l'Unione o con i suoi Stati membri. Tali accordi sono stati conclusi bilateralmente tra Stati membri e paesi terzi o tra l'Unione europea, Europol e altre agenzie dell'UE e paesi terzi e organizzazioni internazionali. ***Tale eccezione dovrebbe, tuttavia, essere***

limitata ai paesi e alle organizzazioni internazionali affidabili che condividono i valori dell'Unione.

**Emendamento 31**

**Proposta di regolamento Considerando 12**

*Testo della Commissione Emendamento*

1. È altresì opportuno che il presente regolamento si applichi alle istituzioni, agli uffici, agli organismi e alle agenzie dell'Unione quando agiscono in qualità di fornitori ***o utenti*** di un sistema di IA. I sistemi di IA sviluppati o utilizzati esclusivamente per scopi militari dovrebbero essere esclusi dall'ambito di applicazione del presente regolamento nel caso in cui tale uso rientri nell'ambito di competenza esclusiva della politica estera e di sicurezza comune disciplinata dal titolo V del trattato sull'Unione europea (TUE). Il presente regolamento non dovrebbe pregiudicare le disposizioni relative alla responsabilità dei prestatori intermediari di cui alla direttiva 2000/31/CE del Parlamento europeo e del Consiglio [come modificata dalla legge sui servizi digitali].
2. È altresì opportuno che il presente regolamento si applichi alle istituzioni, agli uffici, agli organismi e alle agenzie dell'Unione quando agiscono in qualità di fornitori ***od operatori*** di un sistema di IA. I sistemi di IA sviluppati o utilizzati esclusivamente per scopi militari dovrebbero essere esclusi dall'ambito di applicazione del presente regolamento nel caso in cui tale uso rientri nell'ambito di competenza esclusiva della politica estera e di sicurezza comune disciplinata dal titolo V del trattato sull'Unione europea (TUE). Il presente regolamento non dovrebbe pregiudicare le disposizioni relative alla responsabilità dei prestatori intermediari di cui alla direttiva 2000/31/CE del Parlamento europeo e del Consiglio [come modificata dalla legge sui servizi digitali].

**Emendamento 32**

**Proposta di regolamento Considerando 12 bis (nuovo)**

*Testo della Commissione Emendamento*

(12 bis) I software e i dati che sono condivisi apertamente e che gli utenti possono liberamente consultare, utilizzare, modificare e ridistribuire, comprese le loro versioni modificate, possono contribuire alla ricerca e all'innovazione nel mercato. Dalle ricerche condotte dalla Commissione emerge anche che i software liberi e open source possono contribuire al PIL

dell'Unione europea per un valore compreso tra i 65 e i 95 miliardi di EUR e offrire notevoli opportunità di crescita per l'economia europea. Gli utenti possono eseguire, copiare, distribuire, studiare, modificare e migliorare i software e i dati, compresi i modelli, mediante licenze libere e open source. Al fine di favorire lo sviluppo e la diffusione dell'IA, in particolare da parte delle PMI, delle start- up e del mondo della ricerca accademica, ma anche dei singoli individui, il presente regolamento non si dovrebbe applicare a tali componenti di IA liberi e open source, tranne nella misura in cui essi sono immessi sul mercato o messi in servizio da un fornitore nell'ambito di un sistema di IA ad alto rischio o di un sistema di IA che rientra nel titolo II o IV del presente regolamento.

**Emendamento 33**

**Proposta di regolamento Considerando 12 ter (nuovo)**

*Testo della Commissione Emendamento*

(12 ter) Né lo sviluppo collaborativo di componenti di IA liberi e open source né la loro messa a disposizione su archivi aperti dovrebbero essere considerati un'immissione sul mercato o una messa in servizio.

Un'attività commerciale, nel senso di una messa a disposizione sul mercato, può tuttavia essere caratterizzata dall'applicazione di un prezzo, ad eccezione delle transazioni tra microimprese, per un componente di IA libero e open source, ma anche dall'applicazione di un prezzo per i servizi di assistenza tecnica, dalla fornitura di una piattaforma software attraverso la quale il fornitore monetizza altri servizi o dall'utilizzo di dati personali per motivi diversi dal solo miglioramento della sicurezza, della compatibilità o dell'interoperabilità del software.

**Emendamento 34**

**Proposta di regolamento Considerando 12 quater (nuovo)**

*Testo della Commissione Emendamento*

(12 quater) È opportuno che gli sviluppatori indipendenti di componenti di IA liberi e open source non siano obbligati, a norma del presente regolamento, a conformarsi a requisiti relativi alla catena del valore dell'IA e, in particolare, nei confronti dei fornitori che utilizzano tale componente di IA libero e open source. Gli sviluppatori di componenti di IA liberi e open source dovrebbero tuttavia essere incoraggiati ad attuare pratiche di documentazione ampiamente adottate, come modelli e schede dati, al fine di accelerare la condivisione delle informazioni lungo la catena del valore dell'IA, consentendo la promozione di sistemi di IA affidabili nell'Unione.

**Emendamento 35**

**Proposta di regolamento Considerando 13**

*Testo della Commissione Emendamento*

1. Al fine di garantire un livello costante ed elevato di tutela degli interessi pubblici in materia di salute, sicurezza e diritti fondamentali, è opportuno stabilire norme legislative comuni per tutti i sistemi di IA ad alto rischio. Tali norme dovrebbero essere coerenti con la Carta ***dei diritti fondamentali dell'Unione europea (la Carta)***, non discriminatorie e in linea con gli impegni commerciali internazionali dell'Unione.
2. Al fine di garantire un livello costante ed elevato di tutela degli interessi pubblici in materia di salute, sicurezza e diritti fondamentali***, nonché di democrazia, Stato di diritto e ambiente***, è opportuno stabilire norme legislative comuni per tutti i sistemi di IA ad alto rischio. Tali norme dovrebbero essere coerenti con la Carta, ***il Green Deal europeo, la dichiarazione comune sui diritti digitali dell'Unione e gli orientamenti etici per un'intelligenza artificiale (IA) affidabile elaborati dal gruppo di esperti ad alto livello***

***sull'intelligenza artificiale,*** non discriminatorie e in linea con gli impegni commerciali internazionali dell'Unione.

**Emendamento 36**

**Proposta di regolamento Considerando 14**

*Testo della Commissione Emendamento*

1. Al fine di introdurre un insieme proporzionato ed efficace di regole vincolanti per i sistemi di IA è opportuno avvalersi di un approccio basato sul rischio definito in modo chiaro. Tale approccio dovrebbe adattare la tipologia e il contenuto di dette regole all'intensità e alla portata dei rischi che possono essere generati dai sistemi di IA. È pertanto necessario vietare determinate pratiche di intelligenza artificiale, stabilire requisiti per i sistemi di IA ad alto rischio e obblighi per gli operatori pertinenti, nonché obblighi di trasparenza per determinati sistemi di IA.
2. Al fine di introdurre un insieme proporzionato ed efficace di regole vincolanti per i sistemi di IA è opportuno avvalersi di un approccio basato sul rischio definito in modo chiaro. Tale approccio dovrebbe adattare la tipologia e il contenuto di dette regole all'intensità e alla portata dei rischi che possono essere generati dai sistemi di IA. È pertanto necessario vietare determinate pratiche ***inaccettabili*** di intelligenza artificiale, stabilire requisiti per i sistemi di IA ad alto rischio e obblighi per gli operatori pertinenti, nonché obblighi di trasparenza per determinati sistemi di IA.

**Emendamento 37**

**Proposta di regolamento Considerando 15**

*Testo della Commissione Emendamento*

1. L'intelligenza artificiale presenta, accanto a molti utilizzi benefici, la possibilità di essere utilizzata impropriamente e di fornire strumenti nuovi e potenti per pratiche di manipolazione, sfruttamento e controllo sociale. Tali pratiche sono particolarmente dannose e dovrebbero essere vietate poiché contraddicono i valori dell'Unione relativi al rispetto della dignità umana, della libertà, dell'uguaglianza, della democrazia e dello Stato di diritto e dei diritti fondamentali dell'Unione, compresi il diritto alla non discriminazione, alla
2. L'intelligenza artificiale presenta, accanto a molti utilizzi benefici, la possibilità di essere utilizzata impropriamente e di fornire strumenti nuovi e potenti per pratiche di manipolazione, sfruttamento e controllo sociale. Tali pratiche sono particolarmente dannose ***e abusive*** e dovrebbero essere vietate poiché contraddicono i valori dell'Unione relativi al rispetto della dignità umana, della libertà, dell'uguaglianza, della democrazia e dello Stato di diritto e dei diritti fondamentali dell'Unione, compresi il diritto alla non discriminazione, alla

protezione dei dati e della vita privata e i diritti dei minori.

protezione dei dati e della vita privata e i diritti dei minori.

**Emendamento 38**

**Proposta di regolamento Considerando 16**

*Testo della Commissione Emendamento*

1. È opportuno vietare l'immissione sul mercato, la messa in servizio o l'uso di determinati sistemi di IA ***intesi a*** distorcere il comportamento umano e che possono provocare danni fisici o psicologici. Tali sistemi di IA impiegano componenti subliminali che i singoli individui non sono in grado di percepire, oppure sfruttano le vulnerabilità di ***bambini*** e persone, dovute all'età o a incapacità fisiche o mentali. Si tratta di azioni compiute con l'intento di distorcere materialmente il comportamento di una persona, in un modo che provoca o può provocare un danno a tale persona o a un'altra. Tale intento non può essere presunto se la distorsione ***del comportamento umano*** è determinata da fattori esterni al sistema di IA, che sfuggono al controllo del fornitore o dell'utente. Tale divieto non dovrebbe ostacolare la ricerca per scopi legittimi in relazione a tali sistemi di IA, se tale ricerca non equivale a un uso del sistema di IA nelle relazioni uomo-macchina che espone le persone fisiche a danni e se tale ricerca è condotta conformemente a norme etiche riconosciute per la ricerca scientifica.
2. È opportuno vietare l'immissione sul mercato, la messa in servizio o l'uso di determinati sistemi di IA ***che hanno l'obiettivo o l'effetto di*** distorcere ***materialmente*** il comportamento umano e che possono provocare danni fisici o psicologici. ***Dovrebbero intendersi incluse in tale limitazione le neurotecnologie assistite da sistemi di IA che sono utilizzate per monitorare, sfruttare o influenzare i dati neurali raccolti attraverso interfacce cervello-computer nella misura in cui distorcono materialmente il comportamento di una persona fisica in un modo che provoca o può provocare un danno significativo a tale persona o a un'altra.*** Tali sistemi di IA impiegano componenti subliminali che i singoli individui non sono in grado di percepire, oppure sfruttano le vulnerabilità di ***individui*** e ***gruppi specifici di*** persone, dovute ***ai tratti noti o presunti della loro personalità,*** all'età o a incapacità fisiche o mentali***, o alla situazione sociale o economica***. Si tratta di azioni compiute con l'intento ***o l'effetto*** di distorcere materialmente il comportamento di una persona, in un modo che provoca o può provocare un danno ***significativo*** a tale persona o a un'altra ***o a gruppi di persone, inclusi danni accumulabili nel tempo***. Tale intento ***di distorcere il comportamento*** non può essere presunto se la distorsione è determinata da fattori esterni al sistema di IA, che sfuggono al controllo del fornitore o dell'utente***, come fattori che possono non essere ragionevolmente previsti e attenuati dal fornitore o dall'operatore del sistema di***

***IA***. ***In ogni caso, non è necessario che il fornitore o l'operatore abbiano l'intento di provocare il danno significativo, purché tale danno derivi da pratiche manipolative o di sfruttamento consentite dall'IA. Il divieto di tali pratiche di IA è complementare alle disposizioni della direttiva 2005/29/CE, secondo cui le pratiche commerciali sleali sono vietate, indipendentemente dal fatto che siano attuate ricorrendo a sistemi di IA o in altro modo. In tale contesto, le pratiche commerciali lecite, ad esempio nel settore della pubblicità, che sono conformi al diritto dell'Unione non dovrebbero essere considerate di per sé contrarie al divieto.*** Tale divieto non dovrebbe ostacolare la ricerca per scopi legittimi in relazione a tali sistemi di IA, se tale ricerca non equivale a un uso del sistema di IA nelle relazioni uomo-macchina che espone le persone fisiche a danni e se tale ricerca è condotta conformemente a norme etiche riconosciute per la ricerca scientifica ***e sulla base del consenso informato specifico delle persone esposte o, se del caso, del loro tutore legale***.

**Emendamento 39**

**Proposta di regolamento Considerando 16 bis (nuovo)**

*Testo della Commissione Emendamento*

(16 bis) I sistemi di IA che classificano le persone fisiche assegnandole a categorie specifiche, in base a caratteristiche sensibili o protette note o dedotte, sono particolarmente intrusivi, violano la dignità umana e presentano un elevato rischio di discriminazione. Tali caratteristiche includono il genere e l'identità di genere, la razza, l'origine etnica, lo status di cittadinanza o migrazione, l'orientamento politico, l'orientamento sessuale, la religione, la disabilità o qualsiasi altro motivo in base al quale la discriminazione

è vietata a norma dell'articolo 21 della Carta dei diritti fondamentali dell'Unione europea, nonché a norma dell'articolo 9 del regolamento (UE) 2016/769. È pertanto opportuno vietare tali sistemi.

**Emendamento 40**

**Proposta di regolamento Considerando 17**

*Testo della Commissione Emendamento*

1. I sistemi di IA che forniscono un punteggio sociale delle persone fisiche per finalità generali ***delle autorità pubbliche o di loro rappresentanti*** possono portare a risultati discriminatori e all'esclusione di determinati gruppi. ***Possono*** inoltre ***ledere*** il diritto alla dignità e alla non discriminazione e i valori di uguaglianza e giustizia. Tali sistemi di IA valutano o classificano ***l'affidabilità delle*** persone fisiche sulla base ***del*** loro comportamento sociale in molteplici contesti o di caratteristiche personali o della personalità note o previste. Il punteggio sociale ottenuto da tali sistemi di IA può determinare un trattamento pregiudizievole o sfavorevole di persone fisiche o di interi gruppi in contesti sociali che non sono collegati ai contesti in cui i dati sono stati originariamente generati o raccolti, o a un trattamento pregiudizievole che risulta ingiustificato o sproporzionato rispetto alla gravità del loro comportamento sociale. È pertanto opportuno vietare tali sistemi di IA.
2. I sistemi di IA che forniscono un punteggio sociale delle persone fisiche per finalità generali possono portare a risultati discriminatori e all'esclusione di determinati gruppi. Ledono inoltre il diritto alla dignità e alla non discriminazione e i valori di uguaglianza e giustizia. Tali sistemi di IA valutano o classificano ***le*** persone fisiche ***o i gruppi*** sulla base ***di vari punti di dati e occorrenze riguardanti il*** loro comportamento sociale in molteplici contesti o di caratteristiche personali o della personalità note***, dedotte*** o previste. Il punteggio sociale ottenuto da tali sistemi di IA può determinare un trattamento pregiudizievole o sfavorevole di persone fisiche o di interi gruppi in contesti sociali che non sono collegati ai contesti in cui i dati sono stati originariamente generati o raccolti, o a un trattamento pregiudizievole che risulta ingiustificato o sproporzionato rispetto alla gravità del loro comportamento sociale. È pertanto opportuno vietare tali sistemi di IA.

**Emendamento 41**

**Proposta di regolamento Considerando 18**

*Testo della Commissione Emendamento*

1. L'uso di sistemi di IA di identificazione biometrica remota "in
2. L'uso di sistemi di IA di identificazione biometrica remota "in

tempo reale" delle persone fisiche in spazi accessibili al pubblico ***a fini di attività di contrasto*** è ***ritenuto*** particolarmente invasivo dei diritti e delle libertà delle persone interessate***, nella misura in cui potrebbe*** avere ripercussioni sulla vita privata di un'ampia fetta della popolazione, farla sentire costantemente sotto sorveglianza e scoraggiare in maniera indiretta l'esercizio della libertà di riunione e di altri diritti fondamentali.

L'immediatezza dell'impatto e le limitate opportunità di eseguire ulteriori controlli o apportare correzioni in relazione all'uso di tali sistemi che operano "in tempo reale" comportano inoltre un aumento dei rischi per quanto concerne i diritti e le libertà delle persone oggetto di attività di contrasto.

tempo reale" delle persone fisiche in spazi accessibili al pubblico è particolarmente invasivo dei diritti e delle libertà delle persone interessate ***e può in ultima analisi*** avere ripercussioni sulla vita privata di un'ampia fetta della popolazione, farla sentire costantemente sotto sorveglianza***, collocare le parti che impiegano l'identificazione biometrica in spazi accessibili al pubblico in una posizione di potere incontrollabile*** e scoraggiare in maniera indiretta l'esercizio della libertà di riunione e di altri diritti fondamentali ***che costituiscono l'essenza dello Stato di diritto. Le inesattezze di carattere tecnico dei sistemi di IA destinati all'identificazione biometrica remota delle persone fisiche possono determinare risultati distorti e comportare effetti discriminatori. Ciò diviene particolarmente importante quando si trattano aspetti quali età, etnia, sesso o disabilità***. L'immediatezza dell'impatto e le limitate opportunità di eseguire ulteriori controlli o apportare correzioni in relazione all'uso di tali sistemi che operano "in tempo reale" comportano inoltre un aumento dei rischi per quanto concerne i diritti e le libertà delle persone oggetto di attività di contrasto. ***L'uso di tali sistemi in spazi accessibili al pubblico dovrebbe pertanto essere vietato. Analogamente, anche i sistemi di IA utilizzati per l'analisi di filmati registrati di spazi accessibili al pubblico attraverso sistemi di identificazione biometrica remota "a posteriori" dovrebbero essere vietati, a meno che non vi sia un'autorizzazione giudiziaria preventiva concernente il loro uso a fini di contrasto, ove strettamente necessario per la ricerca mirata connessa a uno specifico reato grave già avvenuto e previa autorizzazione giudiziaria.***

**Emendamento 42**

**Proposta di regolamento Considerando 19**

*Testo della Commissione Emendamento*

1. ***L'uso di tali sistemi a fini di attività di contrasto dovrebbe pertanto essere vietato, eccezion fatta per tre situazioni elencate in modo esaustivo e definite rigorosamente, nelle quali l'uso è strettamente necessario per perseguire un interesse pubblico rilevante, la cui importanza prevale sui rischi. Tali situazioni comprendono la ricerca di potenziali vittime di reato, compresi i minori scomparsi, determinate minacce per la vita o l'incolumità fisica delle persone fisiche o un attacco terroristico nonché il rilevamento, la localizzazione e l'identificazione degli autori o dei sospettati di reati di cui nella decisione quadro 2002/584/GAI del Consiglio38 o l'azione penale nei loro confronti, se tali reati, quali definiti dalla legge dello Stato membro interessato, sono punibili in tale Stato membro con una pena o una misura di sicurezza privativa della libertà personale della durata massima di almeno tre anni. Tale soglia per la pena o la misura di sicurezza privativa della libertà personale in conformità al diritto nazionale contribuisce a garantire che il reato sia sufficientemente grave da giustificare potenzialmente l'uso di sistemi di identificazione biometrica remota "in tempo reale". Inoltre è probabile che, a livello pratico, alcuni dei 32 reati elencati della decisione quadro 2002/584/GAI del Consiglio risultino più pertinenti di altri, poiché il grado di necessità e proporzionalità del ricorso all'identificazione biometrica remota "in tempo reale" sarà prevedibilmente molto variabile per quanto concerne il perseguimento pratico del rilevamento, della localizzazione, dell'identificazione o dell'azione penale nei confronti di un autore o un sospettato dei vari reati elencati e con riguardo alle possibili differenze in termini di gravità, probabilità e portata del danno o delle eventuali conseguenze negative.***

soppresso

38 Decisione quadro del Consiglio 2002/584/GAI, del 13 giugno 2002, relativa al mandato d'arresto europeo e alle procedure di consegna tra Stati membri (GU L 190 del 18.7.2002, pag. 1).

**Emendamento 43**

**Proposta di regolamento Considerando 20**

*Testo della Commissione Emendamento*

1. ***Al fine di garantire che tali sistemi siano utilizzati in modo responsabile e proporzionato, è altresì importante stabilire che, in ciascuna delle tre situazioni elencate in modo esaustivo e definite rigorosamente, è opportuno tener conto di taluni elementi, in particolare per quanto riguarda la natura della situazione all'origine della richiesta e le conseguenze dell'uso per i diritti e le libertà di tutte le persone interessate, nonché le tutele e le condizioni previste per l'uso. L'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto dovrebbe inoltre essere subordinato a limiti di tempo e di spazio adeguati, con particolare riguardo a indicazioni o elementi probatori relativi a minacce, vittime o autori di reati. La banca dati di riferimento delle persone dovrebbe risultare adeguata per ogni caso d'uso in ciascuna delle tre situazioni di cui sopra.***

soppresso

**Emendamento 44**

**Proposta di regolamento Considerando 21**

*Testo della Commissione Emendamento*

1. ***È opportuno subordinare ogni uso soppresso***

di un sistema di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto a un'autorizzazione esplicita e specifica da parte di un'autorità giudiziaria o di un'autorità amministrativa indipendente di uno Stato membro. Tale autorizzazione dovrebbe, in linea di principio, essere ottenuta prima dell'uso, tranne in situazioni di urgenza debitamente giustificate, vale a dire le situazioni in cui la necessità di utilizzare i sistemi in questione è tale da far sì che sia effettivamente e oggettivamente impossibile ottenere un'autorizzazione prima di iniziare a utilizzare il sistema. In tali situazioni di urgenza, è opportuno limitare l'uso al minimo indispensabile e subordinarlo a tutele e condizioni adeguate, come stabilito dal diritto nazionale e specificato nel contesto di ogni singolo caso d'uso urgente dall'autorità di contrasto stessa.

L'autorità di contrasto dovrebbe inoltre in tali situazioni tentare di ottenere nel minor tempo possibile un'autorizzazione, indicando contestualmente i motivi per cui non ha potuto richiederla prima.

**Emendamento 45**

**Proposta di regolamento Considerando 22**

*Testo della Commissione Emendamento*

1. ***È altresì opportuno prevedere, nell'ambito del quadro esaustivo stabilito dal presente regolamento, che tale uso nel territorio di uno Stato membro in conformità al presente regolamento sia possibile solo nel caso e nella misura in cui lo Stato membro in questione abbia deciso di prevedere espressamente la possibilità di autorizzare tale uso nelle regole dettagliate del proprio diritto nazionale. Gli Stati membri restano di conseguenza liberi, a norma del presente regolamento, di non prevedere affatto tale***

soppresso

possibilità o di prevederla soltanto per alcuni degli obiettivi idonei a giustificare l'uso autorizzato di cui nel presente regolamento.

**Emendamento 46**

**Proposta di regolamento Considerando 23**

*Testo della Commissione Emendamento*

1. ***L'uso di sistemi di IA per l'identificazione biometrica remota "in tempo reale" di persone fisiche in spazi accessibili al pubblico a fini di attività di contrasto comporta necessariamente il trattamento di dati biometrici. Le regole del presente regolamento che, fatte salve alcune eccezioni, vietano tale uso, e che sono basate sull'articolo 16 TFUE, dovrebbero applicarsi come lex specialis rispetto alle regole sul trattamento dei dati biometrici di cui all'articolo 10 della direttiva (UE) 2016/680, disciplinando quindi in modo esaustivo tale uso e il trattamento dei dati biometrici interessati. L'uso e il trattamento di cui sopra dovrebbero pertanto essere possibili solo nella misura in cui siano compatibili con il quadro stabilito dal presente regolamento, senza che al di fuori di tale quadro sia prevista la possibilità, per le autorità competenti, quando agiscono a fini di attività di contrasto, di utilizzare tali sistemi e trattare tali dati in connessione con tali attività per i motivi di cui all'articolo 10 della direttiva (UE) 2016/680. In tale contesto, il presente regolamento non è inteso a fornire la base giuridica per il trattamento dei dati personali a norma dell'articolo 8 della direttiva 2016/680. Tuttavia, l'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini diversi dalle attività di contrasto, anche da parte delle autorità competenti, non dovrebbe rientrare nel quadro specifico stabilito dal***

soppresso

presente regolamento in relazione a tale uso a fini di attività di contrasto. Tale uso a fini diversi dalle attività di contrasto non dovrebbe pertanto essere subordinato all'obbligo di un'autorizzazione a norma del presente regolamento e delle regole dettagliate applicabili del diritto nazionale che possono darvi attuazione.

**Emendamento 47**

**Proposta di regolamento Considerando 24**

*Testo della Commissione Emendamento*

1. Qualsiasi trattamento di dati biometrici e di altri dati personali interessati dall'uso di sistemi di IA a fini di identificazione biometrica, diverso da quello connesso all'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico ***a fini di attività di contrasto*** disciplinato dal presente regolamento***, compresi i casi in cui tali sistemi sono utilizzati dalle autorità competenti in spazi accessibili al pubblico per fini diversi dalle attività di contrasto,*** dovrebbe continuare a soddisfare tutti i requisiti derivanti dall'articolo 9, paragrafo 1, del regolamento (UE) 2016/679, dall'articolo 10, paragrafo 1, del regolamento (UE) 2018/1725 e dall'articolo 10 della direttiva (UE) 2016/680, a seconda dei casi.
2. Qualsiasi trattamento di dati biometrici e di altri dati personali interessati dall'uso di sistemi di IA a fini di identificazione biometrica, diverso da quello connesso all'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico disciplinato dal presente regolamento dovrebbe continuare a soddisfare tutti i requisiti derivanti dall'articolo 9, paragrafo 1, del regolamento (UE) 2016/679, dall'articolo 10, paragrafo 1, del regolamento (UE) 2018/1725 e dall'articolo 10 della direttiva (UE) 2016/680, a seconda dei casi.

**Emendamento 48**

**Proposta di regolamento Considerando 25**

*Testo della Commissione Emendamento*

1. A norma dell'articolo 6 bis del protocollo n. 21 sulla posizione del Regno Unito e dell'Irlanda rispetto allo spazio di libertà, sicurezza e giustizia, allegato al TUE e al TFUE, l'Irlanda non è vincolata
2. A norma dell'articolo 6 bis del protocollo n. 21 sulla posizione del Regno Unito e dell'Irlanda rispetto allo spazio di libertà, sicurezza e giustizia, allegato al TUE e al TFUE, l'Irlanda non è vincolata

dalle regole stabilite all'articolo 5, paragrafo 1, lettera d), ***e paragrafi 2 e 3,*** del presente regolamento, adottate in base all'articolo 16 TFUE, che riguardano il trattamento dei dati personali da parte degli Stati membri nell'esercizio di attività che rientrano nell'ambito di applicazione della parte terza, titolo V, capi 4 o 5, TFUE, laddove l'Irlanda non sia vincolata da regole che disciplinano forme di cooperazione giudiziaria in materia penale o di cooperazione di polizia nell'ambito delle quali devono essere rispettate le disposizioni stabilite in base all'articolo 16 TFUE.

dalle regole stabilite all'articolo 5, paragrafo 1, lettera d), del presente regolamento, adottate in base all'articolo 16 TFUE, che riguardano il trattamento dei dati personali da parte degli Stati membri nell'esercizio di attività che rientrano nell'ambito di applicazione della parte terza, titolo V, capi 4 o 5, TFUE, laddove l'Irlanda non sia vincolata da regole che disciplinano forme di cooperazione giudiziaria in materia penale o di cooperazione di polizia nell'ambito delle quali devono essere rispettate le disposizioni stabilite in base all'articolo 16 TFUE.

**Emendamento 49**

**Proposta di regolamento Considerando 26**

*Testo della Commissione Emendamento*

1. A norma degli articoli 2 e 2 bis del protocollo n. 22 sulla posizione della Danimarca, allegato al TUE e al TFUE, la Danimarca non è vincolata dalle regole stabilite all'articolo 5, paragrafo 1, lettera d), ***e paragrafi 2 e 3,*** del presente regolamento, adottate in base all'articolo 16 TFUE, che riguardano il trattamento dei dati personali da parte degli Stati membri nell'esercizio di attività che rientrano nell'ambito di applicazione della parte terza, titolo V, capi 4 o 5, TFUE, né è soggetta alla loro applicazione.
2. A norma degli articoli 2 e 2 bis del protocollo n. 22 sulla posizione della Danimarca, allegato al TUE e al TFUE, la Danimarca non è vincolata dalle regole stabilite all'articolo 5, paragrafo 1, lettera d), del presente regolamento, adottate in base all'articolo 16 TFUE, che riguardano il trattamento dei dati personali da parte degli Stati membri nell'esercizio di attività che rientrano nell'ambito di applicazione della parte terza, titolo V, capi 4 o 5, TFUE, né è soggetta alla loro applicazione.

**Emendamento 50**

**Proposta di regolamento Considerando 26 bis (nuovo)**

*Testo della Commissione Emendamento*

(26 bis) I sistemi di IA utilizzati dalle autorità di contrasto o per loro conto per realizzare previsioni, profili o valutazioni del rischio sulla base della

profilazione delle persone fisiche o dell'analisi dei dati a partire dai tratti e dalle caratteristiche della personalità, inclusa l'ubicazione della persona, o del comportamento criminale pregresso delle persone fisiche o dei gruppi di persone allo scopo di prevedere il verificarsi o il ripetersi di reati effettivi o potenziali o di altri comportamenti sociali penalmente perseguibili o di illeciti amministrativi, inclusi i sistemi di previsione delle frodi, rischiano in modo particolare di discriminare determinati individui o gruppi di individui, in quanto ledono la dignità umana nonché il principio giuridico fondamentale della presunzione d'innocenza. È pertanto opportuno vietare tali sistemi di IA.

**Emendamento 51**

**Proposta di regolamento Considerando 26 ter (nuovo)**

*Testo della Commissione Emendamento*

(26 ter) L'estrapolazione indiscriminata e non mirata dei dati biometrici dai social media o dalle registrazioni dei sistemi di telecamere a circuito chiuso per creare o ampliare banche dati di riconoscimento facciale accresce il senso di sorveglianza di massa e può portare a gravi violazioni dei diritti fondamentali, compreso il diritto alla vita privata. L'uso dei sistemi di IA che perseguono tale finalità dovrebbe pertanto essere vietato.

**Emendamento 52 Proposta di regolamento**

**Considerando 26 quater (nuovo)**

*Testo della Commissione Emendamento*

(26 quater) Sussistono serie preoccupazioni in merito alla base

scientifica dei sistemi di IA volti a rilevare le emozioni, le caratteristiche fisiche o fisiologiche come le espressioni facciali, i movimenti, la frequenza cardiaca o la voce. Le emozioni o la loro espressione e percezione variano notevolmente in base alle culture e alle situazioni e persino in relazione a una stessa persona. Tra le principali carenze di tali tecnologie figurano la limitata affidabilità (le categorie di emozioni non sono espresse in modo affidabile attraverso un insieme comune di movimenti fisici o fisiologici né associate in modo inequivocabile agli stessi), la mancanza di specificità (le espressioni fisiche o fisiologiche non corrispondono perfettamente alle categorie di emozioni) e la limitata generalizzabilità (gli effetti del contesto e della cultura non sono sufficientemente presi in considerazione). Possono emergere problemi di affidabilità e, di conseguenza, gravi rischi di abuso in particolare quando il sistema viene utilizzato in situazioni reali relative ad attività di contrasto, alla gestione delle frontiere, al luogo di lavoro e agli istituti di istruzione. Pertanto, è opportuno vietare l'immissione sul mercato, la messa in servizio o l'uso di sistemi di IA destinati a essere utilizzati in tali contesti per rilevare lo stato emotivo delle persone fisiche.

**Emendamento 53**

**Proposta di regolamento Considerando 26 quinquies (nuovo)**

*Testo della Commissione Emendamento*

(26 quinquies)Il presente regolamento non dovrebbe incidere sulle pratiche vietate dalla legislazione dell'Unione, ivi incluso dalla normativa in materia di protezione dei dati, non discriminazione, protezione dei consumatori e concorrenza.

**Emendamento 54**

**Proposta di regolamento Considerando 27**

*Testo della Commissione Emendamento*

1. È opportuno che i sistemi di IA ad alto rischio siano immessi sul mercato dell'Unione ***o*** messi in servizio solo se soddisfano determinati requisiti obbligatori. Tali requisiti dovrebbero garantire che i sistemi di IA ad alto rischio disponibili nell'Unione o i cui output sono altrimenti utilizzati nell'Unione non presentino rischi inaccettabili per interessi pubblici importanti dell'Unione, come riconosciuti e tutelati dal diritto dell'Unione. È opportuno limitare i sistemi di IA identificati come ad alto rischio a quelli che hanno un impatto nocivo significativo sulla salute, la sicurezza e i diritti fondamentali delle persone nell'Unione, e tale limitazione riduce al minimo eventuali potenziali restrizioni al commercio internazionale.
2. È opportuno che i sistemi di IA ad alto rischio siano immessi sul mercato dell'Unione***,*** messi in servizio ***o utilizzati*** solo se soddisfano determinati requisiti obbligatori. Tali requisiti dovrebbero garantire che i sistemi di IA ad alto rischio disponibili nell'Unione o i cui output sono altrimenti utilizzati nell'Unione non presentino rischi inaccettabili per interessi pubblici importanti dell'Unione, come riconosciuti e tutelati dal diritto dell'Unione***, inclusi i diritti fondamentali, la democrazia, lo Stato di diritto o l'ambiente. Al fine di garantire l'allineamento con la legislazione settoriale ed evitare duplicazioni, i requisiti per i sistemi di IA ad alto rischio dovrebbero tenere conto della legislazione settoriale che stabilisce requisiti per i sistemi di IA ad alto rischio inclusi nell'ambito di applicazione del presente regolamento, come il regolamento (UE) 2017/745 sui dispositivi medici e il regolamento (UE) 2017/746 sui dispositivi diagnostici in vitro o la direttiva 2006/42/CE relativa alle macchine***. È opportuno limitare i sistemi di IA identificati come ad alto rischio a quelli che hanno un impatto nocivo significativo sulla salute, la sicurezza e i diritti fondamentali delle persone nell'Unione, e tale limitazione riduce al minimo eventuali potenziali restrizioni al commercio internazionale. ***In considerazione del rapido ritmo dello sviluppo tecnologico, nonché dei potenziali cambiamenti nell'uso dei sistemi di IA, l'elenco dei settori e dei casi d'uso ad alto rischio di cui all'allegato III dovrebbe comunque essere oggetto di riesame permanente attraverso una valutazione periodica.***

**Emendamento 55**

**Proposta di regolamento Considerando 28**

*Testo della Commissione Emendamento*

1. I sistemi di IA potrebbero avere ***ripercussioni negative per la*** salute e ***la*** sicurezza delle persone, in particolare quando tali sistemi sono impiegati come componenti di prodotti. Coerentemente con gli obiettivi della normativa di armonizzazione dell'Unione di agevolare la libera circolazione dei prodotti nel mercato interno e di garantire che solo prodotti sicuri e comunque conformi possano essere immessi sul mercato, è importante che i rischi per la sicurezza che un prodotto nel suo insieme può generare a causa dei suoi componenti digitali, compresi i sistemi di IA, siano debitamente prevenuti e attenuati. Ad esempio, i robot sempre più autonomi, sia nel contesto della produzione sia in quello della cura e dell'assistenza alle persone, dovrebbero essere in misura di operare e svolgere le loro funzioni in condizioni di sicurezza in ambienti complessi. Analogamente, nel settore sanitario, in cui la posta in gioco per la vita e la salute è particolarmente elevata, è opportuno che i sistemi diagnostici e i sistemi di sostegno delle decisioni dell'uomo, sempre più sofisticati, siano affidabili e accurati. ***La portata dell'impatto negativo del sistema di IA sui diritti fondamentali protetti dalla Carta è di particolare rilevanza ai fini della classificazione di un sistema di IA tra quelli ad alto rischio. Tali diritti comprendono il diritto alla dignità umana, il rispetto della vita privata e della vita familiare, la protezione dei dati personali, la libertà di espressione e di informazione, la libertà di riunione e di associazione e la non discriminazione, la protezione dei consumatori, i diritti dei lavoratori, i diritti delle persone con disabilità, il diritto a un ricorso effettivo e a un giudice imparziale, i diritti della***
2. I sistemi di IA potrebbero avere ***un impatto negativo sulla*** salute e ***sulla*** sicurezza delle persone, in particolare quando tali sistemi sono impiegati come componenti ***di sicurezza*** di prodotti. Coerentemente con gli obiettivi della normativa di armonizzazione dell'Unione di agevolare la libera circolazione dei prodotti nel mercato interno e di garantire che solo prodotti sicuri e comunque conformi possano essere immessi sul mercato, è importante che i rischi per la sicurezza che un prodotto nel suo insieme può generare a causa dei suoi componenti digitali, compresi i sistemi di IA, siano debitamente prevenuti e attenuati. Ad esempio, i robot sempre più autonomi, sia nel contesto della produzione sia in quello della cura e dell'assistenza alle persone, dovrebbero essere in misura di operare e svolgere le loro funzioni in condizioni di sicurezza in ambienti complessi. Analogamente, nel settore sanitario, in cui la posta in gioco per la vita e la salute è particolarmente elevata, è opportuno che i sistemi diagnostici e i sistemi di sostegno delle decisioni dell'uomo, sempre più sofisticati, siano affidabili e accurati.

difesa e la presunzione di innocenza e il diritto a una buona amministrazione.

Oltre a tali diritti, è importante sottolineare che i minori godono di diritti specifici sanciti dall'articolo 24 della Carta dell'UE e dalla Convenzione delle Nazioni Unite sui diritti del fanciullo (ulteriormente elaborati nell'osservazione generale n. 25 della Convenzione delle Nazioni Unite sui diritti del fanciullo per quanto riguarda l'ambiente digitale), che prevedono la necessità di tenere conto delle loro vulnerabilità e di fornire la protezione e l'assistenza necessarie al loro benessere. È altresì opportuno tenere in considerazione, nel valutare la gravità del danno che un sistema di IA può provocare, anche in relazione alla salute e alla sicurezza delle persone, il diritto fondamentale a un livello elevato di protezione dell'ambiente sancito dalla Carta e attuato nelle politiche dell'Unione.

**Emendamento 56 Proposta di regolamento**

**Considerando 28 bis (nuovo)**

*Testo della Commissione Emendamento*

(28 bis) La portata dell'impatto negativo del sistema di IA sui diritti fondamentali protetti dalla Carta è di particolare rilevanza ai fini della classificazione di un sistema di IA tra quelli ad alto rischio. Tali diritti comprendono il diritto alla dignità umana, il rispetto della vita privata e della vita familiare, la protezione dei dati personali, la libertà di espressione e di informazione, la libertà di riunione e di associazione e la non discriminazione, il diritto all'istruzione, la protezione dei consumatori, i diritti dei lavoratori, i diritti delle persone con disabilità, l'uguaglianza di genere, i diritti di proprietà intellettuale, il diritto a un ricorso effettivo e a un giudice imparziale,

i diritti della difesa e la presunzione di innocenza e il diritto a una buona amministrazione. Oltre a tali diritti, è importante sottolineare che i minori godono di diritti specifici sanciti dall'articolo 24 della Carta dell'UE e dalla Convenzione delle Nazioni Unite sui diritti del fanciullo (ulteriormente elaborati nell'osservazione generale n. 25 della Convenzione delle Nazioni Unite sui diritti del fanciullo per quanto riguarda l'ambiente digitale), che prevedono la necessità di tenere conto delle loro vulnerabilità e di fornire la protezione e l'assistenza necessarie al loro benessere. È altresì opportuno tenere in considerazione, nel valutare la gravità del danno che un sistema di IA può provocare, anche in relazione alla salute e alla sicurezza delle persone o all'ambiente, il diritto fondamentale a un livello elevato di protezione dell'ambiente sancito dalla Carta e attuato nelle politiche dell'Unione.

**Emendamento 57**

**Proposta di regolamento Considerando 29**

*Testo della Commissione Emendamento*

1. Per quanto riguarda i sistemi di IA ad alto rischio che sono componenti di sicurezza di prodotti o sistemi o che sono essi stessi prodotti o sistemi che rientrano nell'ambito di applicazione del regolamento (CE) n. 300/2008 del Parlamento europeo e del Consiglio39, del regolamento (UE) n. 167/2013 del Parlamento europeo e del Consiglio40, del regolamento (UE) n. 168/2013 del Parlamento europeo e del Consiglio41, della direttiva 2014/90/UE del Parlamento europeo e del Consiglio42, della direttiva (UE) 2016/797 del Parlamento europeo e del Consiglio43, del regolamento (UE) 2018/858 del Parlamento europeo e del Consiglio44, del regolamento (UE)
2. Per quanto riguarda i sistemi di IA ad alto rischio che sono componenti di sicurezza di prodotti o sistemi o che sono essi stessi prodotti o sistemi che rientrano nell'ambito di applicazione del regolamento (CE) n. 300/2008 del Parlamento europeo e del Consiglio39, del regolamento (UE) n. 167/2013 del Parlamento europeo e del Consiglio40, del regolamento (UE) n. 168/2013 del Parlamento europeo e del Consiglio41, della direttiva 2014/90/UE del Parlamento europeo e del Consiglio42, della direttiva (UE) 2016/797 del Parlamento europeo e del Consiglio43, del regolamento (UE) 2018/858 del Parlamento europeo e del Consiglio44, del regolamento (UE)

2018/1139 del Parlamento europeo e del Consiglio,45 e del regolamento (UE) 2019/2144 del Parlamento europeo e del Consiglio46, è opportuno modificare i suddetti atti per garantire che, nell'adottare qualsiasi futuro atto delegato o di esecuzione pertinente sulla base di tali atti, la Commissione tenga conto, sulla base delle specificità tecniche e normative di ciascun settore e senza interferire con i vigenti meccanismi di governance, valutazione della conformità e applicazione e con le autorità da essi stabilite, dei requisiti obbligatori sanciti dal presente regolamento.

2018/1139 del Parlamento europeo e del Consiglio,45 e del regolamento (UE) 2019/2144 del Parlamento europeo e del Consiglio46, è opportuno modificare i suddetti atti per garantire che, nell'adottare qualsiasi futuro atto delegato o di esecuzione pertinente sulla base di tali atti, la Commissione tenga conto, sulla base delle specificità tecniche e normative di ciascun settore e senza interferire con i vigenti meccanismi di governance, valutazione della conformità***, vigilanza del mercato*** e applicazione e con le autorità da essi stabilite, dei requisiti obbligatori sanciti dal presente regolamento.

39 Regolamento (CE) n. 300/2008 del Parlamento europeo e del Consiglio, dell'11 marzo 2008, che istituisce norme comuni per la sicurezza dell’aviazione civile e che abroga il regolamento (CE) n. 2320/2002 (GU L 97 del 9.4.2008, pag.

72).

40 Regolamento (UE) n. 167/2013 del Parlamento europeo e del Consiglio, del 5 febbraio 2013, relativo all'omologazione e alla vigilanza del mercato dei veicoli agricoli e forestali (GU L 60 del 2.3.2013, pag. 1).

41 Regolamento (UE) n. 168/2013 del Parlamento europeo e del Consiglio, del 15 gennaio 2013, relativo all'omologazione e alla vigilanza del mercato dei veicoli a motore a due o tre ruote e dei quadricicli (GU L 60 del 2.3.2013, pag. 52).

42 Direttiva 2014/90/UE del Parlamento europeo e del Consiglio, del 23 luglio 2014, sull'equipaggiamento marittimo e che abroga la direttiva 96/98/CE del Consiglio (GU L 257 del 28.8.2014,

pag. 146).

43 Direttiva (UE) 2016/797 del Parlamento europeo e del Consiglio, dell'11 maggio 2016, relativa all'interoperabilità del sistema ferroviario dell'Unione europea (GU L 138 del 26.5.2016, pag. 44).

39 Regolamento (CE) n. 300/2008 del Parlamento europeo e del Consiglio, dell'11 marzo 2008, che istituisce norme comuni per la sicurezza dell’aviazione civile e che abroga il regolamento (CE) n. 2320/2002 (GU L 97 del 9.4.2008, pag.

72).

40 Regolamento (UE) n. 167/2013 del Parlamento europeo e del Consiglio, del 5 febbraio 2013, relativo all'omologazione e alla vigilanza del mercato dei veicoli agricoli e forestali (GU L 60 del 2.3.2013, pag. 1).

41 Regolamento (UE) n. 168/2013 del Parlamento europeo e del Consiglio, del 15 gennaio 2013, relativo all'omologazione e alla vigilanza del mercato dei veicoli a motore a due o tre ruote e dei quadricicli (GU L 60 del 2.3.2013, pag. 52).

42 Direttiva 2014/90/UE del Parlamento europeo e del Consiglio, del 23 luglio 2014, sull'equipaggiamento marittimo e che abroga la direttiva 96/98/CE del Consiglio (GU L 257 del 28.8.2014,

pag. 146).

43 Direttiva (UE) 2016/797 del Parlamento europeo e del Consiglio, dell'11 maggio 2016, relativa all'interoperabilità del sistema ferroviario dell'Unione europea (GU L 138 del 26.5.2016, pag. 44).

44 Regolamento (UE) 2018/858 del 44 Regolamento (UE) 2018/858 del

Parlamento europeo e del Consiglio, del 30 maggio 2018, relativo all'omologazione e alla vigilanza del mercato dei veicoli a motore e dei loro rimorchi, nonché dei sistemi, dei componenti e delle entità tecniche indipendenti destinati a tali veicoli, che modifica i regolamenti (CE) n. 715/2007 e (CE) n. 595/2009 e abroga la direttiva 2007/46/CE (GU L 151 del 14.6.2018, pag. 1).

45 Regolamento (UE) 2018/1139 del Parlamento europeo e del Consiglio, del 4 luglio 2018, recante norme comuni nel settore dell’aviazione civile, che istituisce un'Agenzia dell'Unione europea per la sicurezza aerea e che modifica i regolamenti (CE) n. 2111/2005, (CE) n.

1008/2008, (UE) n. 996/2010, (UE) n.

376/2014 e le direttive 2014/30/UE e 2014/53/UE del Parlamento europeo e del Consiglio, e abroga i regolamenti (CE) n. 552/2004 e (CE) n. 216/2008 del

Parlamento europeo e del Consiglio e il regolamento (CEE) n. 3922/91 del Consiglio (GU L 212 del 22.8.2018, pag. 1).

46 Regolamento (UE) 2019/2144 del Parlamento europeo e del Consiglio, del 27 novembre 2019, relativo ai requisiti di omologazione dei veicoli a motore e dei loro rimorchi, nonché di sistemi, componenti ed entità tecniche destinati a tali veicoli, per quanto riguarda la loro sicurezza generale e la protezione degli occupanti dei veicoli e degli altri utenti vulnerabili della strada, che modifica il regolamento (UE) 2018/858 del Parlamento europeo e del Consiglio e abroga i regolamenti (CE) n. 78/2009, (CE) n. 79/2009 e (CE) n. 661/2009 del

Parlamento europeo e del Consiglio e i regolamenti (CE) n. 631/2009, (UE) n. 406/2010, (UE) n. 672/2010, (UE) n.

1003/2010,(UE) n. 1005/2010, (UE) n.

1008/2010, (UE) n. 1009/2010, (UE) n.

19/2011,(UE) n. 109/2011, (UE) n.

458/2011, (UE) n. 65/2012, (UE) n.

130/2012,(UE) n. 347/2012, (UE) n.

351/2012, (UE) n. 1230/2012 e (UE)

Parlamento europeo e del Consiglio, del 30 maggio 2018, relativo all'omologazione e alla vigilanza del mercato dei veicoli a motore e dei loro rimorchi, nonché dei sistemi, dei componenti e delle entità tecniche indipendenti destinati a tali veicoli, che modifica i regolamenti (CE) n. 715/2007 e (CE) n. 595/2009 e abroga la direttiva 2007/46/CE (GU L 151 del 14.6.2018, pag. 1).

45 Regolamento (UE) 2018/1139 del Parlamento europeo e del Consiglio, del 4 luglio 2018, recante norme comuni nel settore dell’aviazione civile, che istituisce un'Agenzia dell'Unione europea per la sicurezza aerea e che modifica i regolamenti (CE) n. 2111/2005, (CE) n.

1008/2008, (UE) n. 996/2010, (UE) n.

376/2014 e le direttive 2014/30/UE e 2014/53/UE del Parlamento europeo e del Consiglio, e abroga i regolamenti (CE) n. 552/2004 e (CE) n. 216/2008 del

Parlamento europeo e del Consiglio e il regolamento (CEE) n. 3922/91 del Consiglio (GU L 212 del 22.8.2018, pag. 1).

46 Regolamento (UE) 2019/2144 del Parlamento europeo e del Consiglio, del 27 novembre 2019, relativo ai requisiti di omologazione dei veicoli a motore e dei loro rimorchi, nonché di sistemi, componenti ed entità tecniche destinati a tali veicoli, per quanto riguarda la loro sicurezza generale e la protezione degli occupanti dei veicoli e degli altri utenti vulnerabili della strada, che modifica il regolamento (UE) 2018/858 del Parlamento europeo e del Consiglio e abroga i regolamenti (CE) n. 78/2009, (CE) n. 79/2009 e (CE) n. 661/2009 del

Parlamento europeo e del Consiglio e i regolamenti (CE) n. 631/2009, (UE) n. 406/2010, (UE) n. 672/2010, (UE) n.

1003/2010,(UE) n. 1005/2010, (UE) n.

1008/2010, (UE) n. 1009/2010, (UE) n.

19/2011,(UE) n. 109/2011, (UE) n.

458/2011, (UE) n. 65/2012, (UE) n.

130/2012,(UE) n. 347/2012, (UE) n.

351/2012, (UE) n. 1230/2012 e (UE)

2015/166 della Commissione (GU L 325 del 16.12.2019, pag. 1).

2015/166 della Commissione (GU L 325 del 16.12.2019, pag. 1).

**Emendamento 58**

**Proposta di regolamento Considerando 30**

*Testo della Commissione Emendamento*

1. Per quanto riguarda i sistemi di IA che sono componenti di sicurezza di prodotti, o che sono essi stessi prodotti, e rientrano nell'ambito di applicazione di una determinata normativa di armonizzazione dell'Unione, è opportuno classificarli come sistemi ad alto rischio a norma del presente regolamento se il prodotto in questione è sottoposto alla procedura di valutazione della conformità con un organismo terzo di valutazione della conformità a norma della suddetta pertinente normativa di armonizzazione dell'Unione. Tali prodotti sono, in particolare, macchine, giocattoli, ascensori, apparecchi e sistemi di protezione destinati a essere utilizzati in atmosfera potenzialmente esplosiva, apparecchiature radio, attrezzature a pressione, attrezzature per imbarcazioni da diporto, impianti a fune, apparecchi che bruciano carburanti gassosi, dispositivi medici e dispositivi medico-diagnostici in vitro.
2. Per quanto riguarda i sistemi di IA che sono componenti di sicurezza di prodotti, o che sono essi stessi prodotti, e rientrano nell'ambito di applicazione di una determinata normativa di armonizzazione dell'Unione ***di cui all'allegato II***, è opportuno classificarli come sistemi ad alto rischio a norma del presente regolamento se il prodotto in questione è sottoposto alla procedura di valutazione della conformità***, al fine di garantire la conformità ai requisiti di sicurezza essenziali,*** con un organismo terzo di valutazione della conformità a norma della suddetta pertinente normativa di armonizzazione dell'Unione. Tali prodotti sono, in particolare, macchine, giocattoli, ascensori, apparecchi e sistemi di protezione destinati a essere utilizzati in atmosfera potenzialmente esplosiva, apparecchiature radio, attrezzature a pressione, attrezzature per imbarcazioni da diporto, impianti a fune, apparecchi che bruciano carburanti gassosi, dispositivi medici e dispositivi medico-diagnostici in vitro.

**Emendamento 59**

**Proposta di regolamento Considerando 31**

*Testo della Commissione Emendamento*

1. La classificazione di un sistema di IA come ad alto rischio a norma del presente regolamento non dovrebbe ***necessariamente*** significare che il prodotto il cui componente di sicurezza è il sistema
2. La classificazione di un sistema di IA come ad alto rischio a norma del presente regolamento non dovrebbe significare che il prodotto il cui componente di sicurezza è il sistema di IA,

di IA, o il sistema di IA stesso in quanto prodotto, sia considerato "ad alto rischio" in base ai criteri stabiliti nella pertinente normativa di armonizzazione dell'Unione che si applica al prodotto. Ciò vale in particolare per il regolamento (UE) 2017/745 del Parlamento europeo e del Consiglio47 e per il regolamento (UE) 2017/746 del Parlamento europeo e del Consiglio48, in cui è prevista una valutazione della conformità da parte di terzi per i prodotti a medio rischio e ad alto rischio.

o il sistema di IA stesso in quanto prodotto, sia considerato "ad alto rischio" in base ai criteri stabiliti nella pertinente normativa di armonizzazione dell'Unione che si applica al prodotto. Ciò vale in particolare per il regolamento (UE) 2017/745 del Parlamento europeo e del Consiglio47 e per il regolamento (UE) 2017/746 del Parlamento europeo e del Consiglio48, in cui è prevista una valutazione della conformità da parte di terzi per i prodotti a medio rischio e ad alto rischio.

47 Regolamento (UE) 2017/745 del Parlamento europeo e del Consiglio, del 5 aprile 2017, relativo ai dispositivi medici, che modifica la direttiva 2001/83/CE, il regolamento (CE) n. 178/2002 e il regolamento (CE) n. 1223/2009 e che abroga le direttive 90/385/CEE e 93/42/CEE del Consiglio (GU L 117 del 5.5.2017, pag. 1).

48 Regolamento (UE) 2017/746 del Parlamento europeo e del Consiglio, del 5 aprile 2017, relativo ai dispositivi medico- diagnostici in vitro e che abroga la direttiva 98/79/CE e la decisione 2010/227/UE della Commissione (GU L 117 del 5.5.2017,

pag. 176).

47 Regolamento (UE) 2017/745 del Parlamento europeo e del Consiglio, del 5 aprile 2017, relativo ai dispositivi medici, che modifica la direttiva 2001/83/CE, il regolamento (CE) n. 178/2002 e il regolamento (CE) n. 1223/2009 e che abroga le direttive 90/385/CEE e 93/42/CEE del Consiglio (GU L 117 del 5.5.2017, pag. 1).

48 Regolamento (UE) 2017/746 del Parlamento europeo e del Consiglio, del 5 aprile 2017, relativo ai dispositivi medico- diagnostici in vitro e che abroga la direttiva 98/79/CE e la decisione 2010/227/UE della Commissione (GU L 117 del 5.5.2017,

pag. 176).

**Emendamento 60**

**Proposta di regolamento Considerando 32**

*Testo della Commissione Emendamento*

1. Per quanto riguarda i sistemi di IA indipendenti, ossia i sistemi di IA ad alto rischio diversi da quelli che sono componenti di sicurezza di prodotti o che sono essi stessi prodotti, è opportuno classificarli come ad alto rischio se, alla luce della loro finalità prevista, presentano un ***alto*** rischio di pregiudicare la salute e la sicurezza o i diritti fondamentali delle persone***, tenendo conto sia della*** gravità
2. Per quanto riguarda i sistemi di IA indipendenti, ossia i sistemi di IA ad alto rischio diversi da quelli che sono componenti di sicurezza di prodotti o che sono essi stessi prodotti ***e che figurano nell'elenco dei settori e dei casi d'uso di cui all'allegato III***, è opportuno classificarli come ad alto rischio se, alla luce della loro finalità prevista, presentano un rischio ***significativo*** di pregiudicare la

***del possibile danno sia della*** probabilità ***che si verifichi,*** e ***sono utilizzati in una serie di settori specificamente predefiniti indicati nel regolamento***. L'identificazione di tali sistemi si basa sulla stessa metodologia e sui medesimi criteri previsti anche per eventuali future modifiche dell'elenco dei sistemi di IA ad alto rischio.

salute e la sicurezza o i diritti fondamentali delle persone e, laddove il sistema di IA sia utilizzato come componente di sicurezza di un'infrastruttura critica, di pregiudicare l'ambiente. Tale rischio significativo di arrecare pregiudizio dovrebbe essere individuato valutando, da un lato, l'effetto di tale rischio rispetto al suo livello di gravità, intensità, probabilità di verificarsi e durata in combinazione di tali elementi e, dall'altro, se il rischio può riguardare un individuo, una pluralità di persone o un particolare gruppo di persone. Tale combinazione potrebbe ad esempio comportare una gravità accentuata ma una scarsa probabilità di incidere su una persona fisica, o un'elevata probabilità di colpire un gruppo di persone unita a una debole intensità su un periodo di tempo prolungato, a seconda del contesto.

L'identificazione di tali sistemi si basa sulla stessa metodologia e sui medesimi criteri previsti anche per eventuali future modifiche dell'elenco dei sistemi di IA ad alto rischio.

**Emendamento 61**

**Proposta di regolamento Considerando 32 bis (nuovo)**

*Testo della Commissione Emendamento*

(32 bis) I fornitori i cui sistemi di IA rientrano in uno dei settori e dei casi d'uso di cui all'allegato III che ritengano che il loro sistema non comporti un rischio significativo di pregiudicare la salute, la sicurezza, i diritti fondamentali o l'ambiente dovrebbero informare le autorità nazionali di controllo presentando una notifica motivata. Ciò potrebbe assumere la forma di una sintesi di una pagina delle informazioni pertinenti sul sistema di IA in questione, compresa la sua finalità prevista e il motivo per cui non comporterebbe un rischio significativo di pregiudicare la

salute, la sicurezza, i diritti fondamentali o l'ambiente. La Commissione dovrebbe specificare i criteri per consentire alle imprese di valutare se il loro sistema comporta tali rischi, nonché sviluppare un modello di notifica di facile utilizzo e standardizzato. I fornitori dovrebbero presentare la notifica il prima possibile e in ogni caso prima dell'immissione del sistema di IA sul mercato o della sua messa in servizio, idealmente nella fase di sviluppo, e dovrebbero essere liberi di immetterlo sul mercato in qualsiasi momento successivo alla notifica.

Tuttavia, laddove ritenga che il sistema di IA in questione sia stato classificato erroneamente, l'autorità dovrebbe opporsi alla notifica entro un termine di tre mesi. L'obiezione dovrebbe essere motivata e spiegare debitamente il motivo per cui il sistema di IA è stato classificato erroneamente. Il fornitore dovrebbe conservare il diritto di ricorso fornendo ulteriori argomentazioni. In mancanza di obiezioni alla notifica al termine dei tre mesi, le autorità nazionali di controllo potrebbero comunque intervenire se il sistema di IA presenta un rischio a livello nazionale, come per qualsiasi altro sistema di IA sul mercato. Le autorità nazionali di controllo dovrebbero presentare all'ufficio per l'IA relazioni annuali che specifichino le notifiche ricevute e le decisioni adottate.

**Emendamento 62**

**Proposta di regolamento Considerando 33**

*Testo della Commissione Emendamento*

1. ***Le inesattezze di carattere tecnico dei sistemi di IA destinati all'identificazione biometrica remota delle persone fisiche possono determinare risultati distorti e comportare effetti discriminatori. Ciò diviene particolarmente importante quando si***

soppresso

trattano aspetti quali età, etnia, sesso o disabilità. È pertanto opportuno classificare i sistemi di identificazione biometrica remota "in tempo reale" e "a posteriori" come sistemi ad alto rischio. Alla luce dei rischi che comportano, entrambi i tipi di sistemi di identificazione biometrica remota dovrebbero essere soggetti a requisiti specifici in materia di capacità di registrazione e sorveglianza umana.

**Emendamento 63 Proposta di regolamento**

**Considerando 33 bis (nuovo)**

*Testo della Commissione Emendamento*

(33 bis) Poiché i dati biometrici costituiscono una categoria speciale di dati personali sensibili ai sensi del regolamento (UE) 2016/679, diversi casi critici d'uso di sistemi biometrici e basati su elementi biometrici dovrebbero essere classificati come ad alto rischio. È pertanto opportuno classificare come ad alto rischio i sistemi di IA destinati a essere utilizzati per l'identificazione delle persone fisiche e i sistemi di IA destinati a essere utilizzati per trarre conclusioni sulle caratteristiche personali delle persone fisiche sulla base di dati biometrici o basati su elementi biometrici, compresi i sistemi di riconoscimento delle emozioni, ad eccezione di quelli vietati a norma del presente regolamento. Non dovrebbero essere inclusi i sistemi di IA destinati a essere utilizzati per la verifica biometrica, che include l'autenticazione, la cui unica finalità è confermare che una determinata persona fisica è la persona che dice di essere e confermare l'identità di una persona fisica al solo scopo di accedere a un servizio, a un dispositivo o a locali (verifica "uno a uno"). Non si dovrebbe ritenere che i sistemi biometrici e basati su elementi biometrici previsti dal diritto dell'Unione per consentire misure

di cibersicurezza e di protezione dei dati personali presentino un rischio significativo di pregiudicare la salute, la sicurezza e i diritti fondamentali.

**Emendamento 64**

**Proposta di regolamento Considerando 34**

*Testo della Commissione Emendamento*

1. Per quanto riguarda la gestione e il funzionamento delle infrastrutture critiche, è opportuno classificare come ad alto rischio i sistemi di IA destinati a essere utilizzati come componenti di sicurezza ai fini della gestione ***del traffico stradale nonché*** della fornitura di acqua, gas, riscaldamento ***ed*** elettricità, in quanto un loro guasto o malfunzionamento può mettere a rischio la vita e la salute di un grande numero di persone e provocare perturbazioni significative del normale svolgimento delle attività sociali ed economiche.
2. Per quanto riguarda la gestione e il funzionamento delle infrastrutture critiche, è opportuno classificare come ad alto rischio i sistemi di IA destinati a essere utilizzati come componenti di sicurezza ai fini della gestione della fornitura di acqua, gas, riscaldamento***,*** elettricità ***e infrastrutture digitali critiche***, in quanto un loro guasto o malfunzionamento può ***violare la sicurezza e l'integrità di tali infrastrutture critiche e*** mettere a rischio la vita e la salute di un grande numero di persone e provocare perturbazioni significative del normale svolgimento delle attività sociali ed economiche. ***I componenti di sicurezza delle infrastrutture critiche, comprese le infrastrutture digitali critiche, sono sistemi utilizzati per proteggere direttamente l'integrità fisica delle infrastrutture critiche o la salute e la sicurezza delle persone e dei beni. Un guasto o malfunzionamento di tali componenti potrebbe comportare direttamente rischi per l'integrità fisica delle infrastrutture critiche e quindi per la salute e la sicurezza delle persone e dei beni. I componenti destinati a essere utilizzati esclusivamente a fini di cibersicurezza non dovrebbero essere considerati componenti di sicurezza. Tra gli esempi di tali componenti di sicurezza possono rientrare i sistemi di monitoraggio della pressione idrica o i sistemi di controllo degli allarmi antincendio nei centri di cloud computing.***

**Emendamento 65**

**Proposta di regolamento Considerando 35**

*Testo della Commissione Emendamento*

1. I sistemi di IA utilizzati nell'istruzione o nella formazione professionale, in particolare per determinare l'accesso o ***l'assegnazione*** di persone agli istituti di istruzione e formazione professionale o per valutare le persone che svolgono prove come parte o presupposto della loro istruzione, dovrebbero essere ***considerati*** ad alto rischio in quanto possono determinare il percorso d'istruzione e professionale della vita di una persona e quindi incidere sulla sua capacità di garantire il proprio sostentamento. Se progettati e utilizzati in modo inadeguato, tali sistemi possono violare il diritto all'istruzione e alla formazione, nonché il diritto alla non discriminazione, e perpetuare modelli storici di discriminazione.
2. ***La diffusione di sistemi di IA nel settore dell'istruzione è importante per contribuire a modernizzare i sistemi di istruzione nel loro insieme, aumentare la qualità dell'istruzione, sia offline che online, e accelerare l'istruzione digitale, rendendola così disponibile anche a un pubblico più ampio.*** I sistemi di IA utilizzati nell'istruzione o nella formazione professionale, in particolare per determinare l'accesso ***o influenzare materialmente le decisioni sull'ammissione*** o ***sull'assegnazione*** di persone agli istituti di istruzione e formazione professionale o per valutare le persone che svolgono prove come parte o presupposto della loro istruzione, ***ovvero per valutare il livello di istruzione adeguato per un individuo e influenzare materialmente il livello di istruzione e formazione che le persone riceveranno o al quale potranno accedere o per monitorare e rilevare comportamenti vietati da parte degli studenti durante le prove,*** dovrebbero essere ***classificati come sistemi di IA*** ad alto rischio in quanto possono determinare il percorso d'istruzione e professionale della vita di una persona e quindi incidere sulla sua capacità di garantire il proprio sostentamento. Se progettati e utilizzati in modo inadeguato, tali sistemi possono ***essere particolarmente intrusivi e*** violare il diritto all'istruzione e alla formazione, nonché il diritto alla non discriminazione, e perpetuare modelli storici di discriminazione***, ad esempio nei confronti delle donne, di talune fasce di età, delle persone con disabilità o delle persone aventi determinate origini razziali o etniche o un determinato orientamento***

sessuale.

**Emendamento 66**

**Proposta di regolamento Considerando 36**

*Testo della Commissione Emendamento*

1. Anche i sistemi di IA utilizzati nel settore dell'occupazione, nella gestione dei lavoratori e nell'accesso al lavoro autonomo, in particolare per l'assunzione e la selezione delle persone, per l'adozione di decisioni in materia di promozione e cessazione del rapporto di lavoro, nonché per l'assegnazione dei compiti, per il monitoraggio o la valutazione delle persone nei rapporti contrattuali legati al lavoro, dovrebbero essere classificati come sistemi ad alto rischio, in quanto tali sistemi possono avere un impatto significativo sul futuro di tali persone in termini di future prospettive di carriera e sostentamento. I pertinenti rapporti contrattuali legati al lavoro dovrebbero coinvolgere i dipendenti e le persone che forniscono servizi tramite piattaforme, come indicato nel programma di lavoro annuale della Commissione per il 2021. ***In linea di principio, tali persone non dovrebbero essere considerate utenti ai sensi del presente regolamento.*** Durante tutto il processo di assunzione, nonché ai fini della valutazione e della promozione delle persone o del proseguimento dei rapporti contrattuali legati al lavoro, tali sistemi possono perpetuare modelli storici di discriminazione, ad esempio nei confronti delle donne, di talune fasce di età, delle persone con disabilità o delle persone aventi determinate origini razziali o etniche o un determinato orientamento sessuale. I sistemi di IA utilizzati per monitorare le prestazioni e il comportamento di tali persone possono inoltre ***incidere sui*** loro diritti in materia di protezione dei dati e vita privata.
2. Anche i sistemi di IA utilizzati nel settore dell'occupazione, nella gestione dei lavoratori e nell'accesso al lavoro autonomo, in particolare per l'assunzione e la selezione delle persone, per l'adozione di decisioni ***o l'esercizio di un'influenza materiale sulle decisioni*** in materia di ***avvio,*** promozione e cessazione del rapporto di lavoro, nonché per l'assegnazione ***di*** compiti ***personalizzati sulla base del comportamento individuale, di tratti personali o di dati biometrici***, per il monitoraggio o la valutazione delle persone nei rapporti contrattuali legati al lavoro, dovrebbero essere classificati come sistemi ad alto rischio, in quanto tali sistemi possono avere un impatto significativo sul futuro di tali persone in termini di future prospettive di carriera e sostentamento ***e sui diritti dei lavoratori***. I pertinenti rapporti contrattuali legati al lavoro dovrebbero coinvolgere ***in maniera significativa*** i dipendenti e le persone che forniscono servizi tramite piattaforme, come indicato nel programma di lavoro annuale della Commissione per il 2021. Durante tutto il processo di assunzione, nonché ai fini della valutazione e della promozione delle persone o del proseguimento dei rapporti contrattuali legati al lavoro, tali sistemi possono perpetuare modelli storici di discriminazione, ad esempio nei confronti delle donne, di talune fasce di età, delle persone con disabilità o delle persone aventi determinate origini razziali o etniche o un determinato orientamento sessuale. I sistemi di IA utilizzati per monitorare le prestazioni e il comportamento di tali persone possono inoltre ***compromettere***

***l'essenza dei*** loro diritti ***fondamentali*** in materia di protezione dei dati e vita privata. ***Il presente regolamento si applica senza pregiudicare le competenze dell'Unione e degli Stati membri di prevedere norme più specifiche per l'utilizzo di sistemi di IA nell'ambito dei rapporti di lavoro.***

**Emendamento 67**

**Proposta di regolamento Considerando 37**

*Testo della Commissione Emendamento*

1. Un altro settore in cui l'utilizzo dei sistemi di IA merita particolare attenzione è l'accesso ad alcuni prestazioni e servizi pubblici e servizi privati essenziali, necessari affinché le persone possano partecipare pienamente alla vita sociale o migliorare il proprio tenore di vita, e la fruizione di tali servizi. È in particolare opportuno classificare i sistemi di IA utilizzati per valutare il merito di credito o l'affidabilità creditizia delle persone fisiche come sistemi di IA ad alto rischio, in quanto determinano l'accesso di tali persone alle risorse finanziarie o a servizi essenziali quali l'alloggio, l'elettricità e i servizi di telecomunicazione. I sistemi di IA utilizzati a tal fine possono portare alla discriminazione di persone o gruppi e perpetuare modelli storici di discriminazione, ad esempio in base all'origine razziale o etnica, alle disabilità, all'età o all'orientamento sessuale, o dar vita a nuove forme di effetti discriminatori. ***In considerazione della portata molto limitata dell'impatto e delle alternative disponibili sul mercato, è opportuno esentare*** i sistemi di IA ***destinati alla valutazione dell'affidabilità creditizia e del merito creditizio nei casi in cui sono messi in servizio da fornitori di piccole dimensioni per uso proprio***. Le persone fisiche che chiedono o ricevono prestazioni e servizi di assistenza pubblica dalle autorità pubbliche sono di norma
2. Un altro settore in cui l'utilizzo dei sistemi di IA merita particolare attenzione è l'accesso ad alcuni prestazioni e servizi pubblici e servizi privati essenziali, ***compresi i servizi di assistenza sanitaria e i servizi essenziali, tra cui gli alloggi, l'elettricità, il riscaldamento/raffrescamento e internet, ma non solo,*** necessari affinché le persone possano partecipare pienamente alla vita sociale o migliorare il proprio tenore di vita, e la fruizione di tali servizi. È in particolare opportuno classificare i sistemi di IA utilizzati per valutare il merito di credito o l'affidabilità creditizia delle persone fisiche come sistemi di IA ad alto rischio, in quanto determinano l'accesso di tali persone alle risorse finanziarie o a servizi essenziali quali l'alloggio, l'elettricità e i servizi di telecomunicazione. I sistemi di IA utilizzati a tal fine possono portare alla discriminazione di persone o gruppi e perpetuare modelli storici di discriminazione, ad esempio in base all'origine razziale o etnica, ***al genere,*** alle disabilità, all'età o all'orientamento sessuale, o dar vita a nuove forme di effetti discriminatori. ***Tuttavia,*** i sistemi di IA ***previsti dal diritto dell'Unione al fine di individuare le frodi nell'offerta di servizi finanziari non dovrebbero essere considerati ad alto rischio ai sensi del presente regolamento.*** Le persone fisiche che chiedono o ricevono prestazioni e

dipendenti da tali prestazioni e servizi e si trovano generalmente in una posizione vulnerabile rispetto alle autorità competenti. I sistemi di IA, se utilizzati per determinare se tali prestazioni e servizi dovrebbero essere negati, ridotti, revocati o recuperati dalle autorità, possono avere un impatto significativo sul sostentamento delle persone e violare i loro diritti fondamentali, quali il diritto alla protezione sociale, alla non discriminazione, alla dignità umana o a un ricorso effettivo. È pertanto opportuno classificare tali sistemi come sistemi ad alto rischio.

Cionondimeno, il presente regolamento non dovrebbe ostacolare lo sviluppo e l'utilizzo di approcci innovativi nella pubblica amministrazione, che trarrebbero beneficio da un uso più ampio di sistemi di IA conformi e sicuri, a condizione che tali sistemi non comportino un rischio alto per le persone fisiche e giuridiche. Infine, è opportuno classificare come ad alto rischio anche i sistemi di IA utilizzati per inviare servizi di emergenza di primo soccorso o per stabilire priorità in merito all'invio di tali servizi, in quanto prendono decisioni in situazioni molto critiche per la vita e la salute delle persone e per i loro beni.

servizi di assistenza pubblica dalle autorità pubbliche***, compresi i servizi di assistenza sanitaria e i servizi essenziali, tra cui gli alloggi, l'elettricità, il riscaldamento/raffrescamento e internet, ma non solo,*** sono di norma dipendenti da tali prestazioni e servizi e si trovano generalmente in una posizione vulnerabile rispetto alle autorità competenti. I sistemi di IA, se utilizzati per determinare se tali prestazioni e servizi dovrebbero essere negati, ridotti, revocati o recuperati dalle autorità, possono avere un impatto significativo sul sostentamento delle persone e violare i loro diritti fondamentali, quali il diritto alla protezione sociale, alla non discriminazione, alla dignità umana o a un ricorso effettivo. ***Analogamente, anche i sistemi di IA destinati a essere utilizzati per prendere decisioni o influenzare materialmente le decisioni sull'ammissibilità delle persone fisiche all'assicurazione sanitaria e sulla vita possono avere un impatto significativo sul sostentamento delle persone e violare i loro diritti fondamentali, ad esempio limitando l'accesso all'assistenza sanitaria o perpetuando la discriminazione basata sulle caratteristiche personali.*** È pertanto opportuno classificare tali sistemi come sistemi ad alto rischio. Cionondimeno, il presente regolamento non dovrebbe ostacolare lo sviluppo e l'utilizzo di approcci innovativi nella pubblica amministrazione, che trarrebbero beneficio da un uso più ampio di sistemi di IA conformi e sicuri, a condizione che tali sistemi non comportino un rischio alto per le persone fisiche e giuridiche. Infine, è opportuno classificare come ad alto rischio anche i sistemi di IA utilizzati per ***valutare e classificare le chiamate di emergenza effettuate da persone fisiche o*** inviare servizi di emergenza di primo soccorso o per stabilire priorità in merito all'invio di tali servizi, in quanto prendono decisioni in situazioni molto critiche per la vita e la salute delle persone e per i loro beni.

**Emendamento 68**

**Proposta di regolamento Considerando 37 bis (nuovo)**

*Testo della Commissione Emendamento*

(37 bis) In considerazione del ruolo e delle responsabilità delle autorità di polizia e giudiziarie e dell'impatto delle decisioni adottate dalle stesse a fini di prevenzione, indagine, accertamento o perseguimento di reati o esecuzione di sanzioni penali, alcuni casi specifici d'uso di applicazioni di IA nelle attività di contrasto devono essere classificati come ad alto rischio, in particolare nei casi in cui esso possano influire in maniera significativa sulla vita o sui diritti fondamentali delle persone.

**Emendamento 69**

**Proposta di regolamento Considerando 38**

*Testo della Commissione Emendamento*

1. Le azioni delle autorità di contrasto che prevedono determinati usi dei sistemi di IA sono caratterizzate da un livello significativo di squilibrio di potere e possono portare alla sorveglianza, all'arresto o alla privazione della libertà di una persona fisica, come pure avere altri impatti negativi sui diritti fondamentali garantiti nella Carta. In particolare, il sistema di IA, se non è addestrato con dati di elevata qualità, se non soddisfa requisiti adeguati in termini di accuratezza o robustezza, o se non è adeguatamente progettato e sottoposto a prova prima di essere immesso sul mercato o altrimenti messo in servizio, può individuare le persone in modo discriminatorio o altrimenti errato o ingiusto. Potrebbe inoltre essere ostacolato l'esercizio di importanti diritti procedurali fondamentali, quali il diritto a un ricorso effettivo e a un
2. Le azioni delle autorità di contrasto che prevedono determinati usi dei sistemi di IA sono caratterizzate da un livello significativo di squilibrio di potere e possono portare alla sorveglianza, all'arresto o alla privazione della libertà di una persona fisica, come pure avere altri impatti negativi sui diritti fondamentali garantiti nella Carta. In particolare, il sistema di IA, se non è addestrato con dati di elevata qualità, se non soddisfa requisiti adeguati in termini di ***prestazioni,*** accuratezza o robustezza, o se non è adeguatamente progettato e sottoposto a prova prima di essere immesso sul mercato o altrimenti messo in servizio, può individuare le persone in modo discriminatorio o altrimenti errato o ingiusto. Potrebbe inoltre essere ostacolato l'esercizio di importanti diritti procedurali fondamentali, quali il diritto a un ricorso

giudice imparziale, nonché i diritti della difesa e la presunzione di innocenza, in particolare nel caso in cui tali sistemi di IA non siano sufficientemente trasparenti, spiegabili e documentati. È pertanto opportuno classificare come ad alto rischio una serie di sistemi di IA destinati a essere utilizzati nel contesto delle attività di contrasto, in cui l'accuratezza, l'affidabilità e la trasparenza risultano particolarmente importanti per evitare impatti negativi, mantenere la fiducia dei cittadini e garantire la responsabilità e mezzi di ricorso efficaci. In considerazione della natura delle attività in questione e dei rischi a esse connessi, tra tali sistemi di IA ad alto rischio è opportuno includere, in particolare, i sistemi di IA destinati a essere utilizzati dalle autorità di contrasto ***per valutazioni dei rischi individuali***, come poligrafi e strumenti analoghi, ***oppure per rilevare lo stato emotivo delle persone fisiche, individuare "deep fake",*** valutare l'affidabilità degli elementi probatori nei procedimenti penali, ***prevedere il verificarsi o il ripetersi di un reato effettivo o potenziale sulla base della profilazione delle persone fisiche, o valutare i tratti e le caratteristiche della personalità o il comportamento criminale pregresso delle persone fisiche o dei gruppi,*** nonché ai fini della profilazione nel corso dell'indagine, dell'accertamento e del perseguimento di reati e dell'analisi criminale nei riguardi delle persone fisiche. I sistemi di IA specificamente destinati a essere utilizzati per procedimenti amministrativi dalle autorità fiscali e doganali non dovrebbero essere ***considerati*** sistemi di IA ad alto rischio utilizzati dalle autorità di contrasto a fini di prevenzione, accertamento, indagine e perseguimento di reati.

effettivo e a un giudice imparziale, nonché i diritti della difesa e la presunzione di innocenza, in particolare nel caso in cui tali sistemi di IA non siano sufficientemente trasparenti, spiegabili e documentati. È pertanto opportuno classificare come ad alto rischio una serie di sistemi di IA destinati a essere utilizzati nel contesto delle attività di contrasto, in cui l'accuratezza, l'affidabilità e la trasparenza risultano particolarmente importanti per evitare impatti negativi, mantenere la fiducia dei cittadini e garantire la responsabilità e mezzi di ricorso efficaci.

In considerazione della natura delle attività in questione e dei rischi a esse connessi, tra tali sistemi di IA ad alto rischio è opportuno includere, in particolare, i sistemi di IA destinati a essere utilizzati dalle autorità di contrasto ***o per loro conto o da istituzioni, organi e organismi dell'Unione a sostegno delle autorità di contrasto***, come poligrafi e strumenti analoghi ***nella misura in cui il loro utilizzo sia consentito a norma del pertinente diritto nazionale e dell'Unione***, ***per*** valutare l'affidabilità degli elementi probatori nei procedimenti penali nonché ai fini della profilazione nel corso dell'indagine, dell'accertamento e del perseguimento di reati e dell'analisi criminale nei riguardi delle persone fisiche. I sistemi di IA specificamente destinati a essere utilizzati per procedimenti amministrativi dalle autorità fiscali e doganali non dovrebbero essere ***classificati come*** sistemi di IA ad alto rischio utilizzati dalle autorità di contrasto a fini di prevenzione, accertamento, indagine e perseguimento di reati. ***L'utilizzo degli strumenti di IA da parte delle autorità di contrasto e giudiziarie non dovrebbe diventare un fattore di disuguaglianza, frattura sociale o esclusione. L'impatto dell'utilizzo degli strumenti di IA sul diritto alla difesa degli indagati non dovrebbe essere ignorato, in particolare la difficoltà di ottenere informazioni significative sul loro funzionamento e la conseguente difficoltà nel confutarne i***

risultati in tribunale, in particolare per gli individui sottoposti a indagini.

**Emendamento 70**

**Proposta di regolamento Considerando 39**

*Testo della Commissione Emendamento*

1. I sistemi di IA utilizzati nella gestione della migrazione, dell'asilo e del controllo delle frontiere hanno effetti su persone che si trovano spesso in una posizione particolarmente vulnerabile e il cui futuro dipende dall'esito delle azioni delle autorità pubbliche competenti. L'accuratezza, la natura non discriminatoria e la trasparenza dei sistemi di IA utilizzati in tali contesti sono pertanto particolarmente importanti per garantire il rispetto dei diritti fondamentali delle persone interessate, in particolare i loro diritti alla libera circolazione, alla non discriminazione, alla protezione della vita privata e dei dati personali, alla protezione internazionale e alla buona amministrazione. È pertanto opportuno classificare come ad alto rischio i sistemi di IA destinati a essere utilizzati dalle autorità pubbliche competenti ***incaricate*** di compiti in materia di gestione della migrazione, dell'asilo e del controllo delle frontiere, come poligrafi e strumenti analoghi, ***o per rilevare lo stato emotivo di una persona fisica,*** per valutare taluni rischi presentati da persone fisiche che entrano nel territorio di uno Stato membro o presentano domanda di visto o di asilo, per verificare l'autenticità dei pertinenti documenti delle persone fisiche, ***nonché*** per assistere le autorità pubbliche competenti nell'esame ***delle*** domande di asilo, di visto e di permesso di soggiorno e dei relativi reclami in relazione all'obiettivo di determinare l'ammissibilità delle persone fisiche che richiedono tale status. I sistemi di IA nel settore della gestione della migrazione, dell'asilo e dei controlli di
2. I sistemi di IA utilizzati nella gestione della migrazione, dell'asilo e del controllo delle frontiere hanno effetti su persone che si trovano spesso in una posizione particolarmente vulnerabile e il cui futuro dipende dall'esito delle azioni delle autorità pubbliche competenti. L'accuratezza, la natura non discriminatoria e la trasparenza dei sistemi di IA utilizzati in tali contesti sono pertanto particolarmente importanti per garantire il rispetto dei diritti fondamentali delle persone interessate, in particolare i loro diritti alla libera circolazione, alla non discriminazione, alla protezione della vita privata e dei dati personali, alla protezione internazionale e alla buona amministrazione. È pertanto opportuno classificare come ad alto rischio i sistemi di IA destinati a essere utilizzati dalle autorità pubbliche competenti ***o per loro conto o da istituzioni, organi e organismi dell'Unione incaricati*** di compiti in materia di gestione della migrazione, dell'asilo e del controllo delle frontiere, come poligrafi e strumenti analoghi ***nella misura in cui il loro utilizzo sia consentito a norma del pertinente diritto nazionale e dell'Unione***, per valutare taluni rischi presentati da persone fisiche che entrano nel territorio di uno Stato membro o presentano domanda di visto o di asilo, per verificare l'autenticità dei pertinenti documenti delle persone fisiche, per assistere le autorità pubbliche competenti nell'esame ***e nella valutazione della veridicità delle prove in relazione alle*** domande di asilo, di visto e di permesso di soggiorno e dei relativi reclami in relazione all'obiettivo di

frontiera di cui al presente regolamento dovrebbero essere conformi ai pertinenti requisiti procedurali stabiliti dalla direttiva 2013/32/UE del Parlamento europeo e del Consiglio49, dal regolamento (CE) n.

810/2009 del Parlamento europeo e del Consiglio50 e da altre normative pertinenti.

determinare l'ammissibilità delle persone fisiche che richiedono tale status***, per garantire il monitoraggio, la sorveglianza o il trattamento di dati personali nel contesto delle attività di gestione delle frontiere, al fine di individuare, riconoscere o identificare persone fisiche, nonché per prevedere o anticipare le tendenze relative ai movimenti migratori e all'attraversamento delle frontiere***. I sistemi di IA nel settore della gestione della migrazione, dell'asilo e dei controlli di frontiera di cui al presente regolamento dovrebbero essere conformi ai pertinenti requisiti procedurali stabiliti dalla direttiva 2013/32/UE del Parlamento europeo e del Consiglio49, dal regolamento (CE) n.

810/2009 del Parlamento europeo e del Consiglio50 e da altre normative pertinenti. I sistemi di IA nella gestione della migrazione, dell'asilo e del controllo delle frontiere non dovrebbero in alcun caso essere utilizzati dagli Stati membri o da istituzioni, organi e organismi dell'Unione per eludere gli obblighi internazionali a essi derivanti dalla convenzione del 28 luglio 1951 relativa allo status di rifugiati modificata dal suo protocollo del 31 gennaio 1967, né dovrebbero essere utilizzati per violare in alcun modo il principio di non respingimento o per negare sicure ed efficaci vie legali d'ingresso nel territorio dell'Unione, compreso il diritto alla protezione internazionale.

49 Direttiva 2013/32/UE del Parlamento europeo e del Consiglio, del

26 giugno 2013, recante procedure comuni ai fini del riconoscimento e della revoca dello status di protezione internazionale (GU L 180 del 29.6.2013, pag. 60).

50 Regolamento (CE) n. 810/2009 del Parlamento europeo e del Consiglio, del 13 luglio 2009, che istituisce un Codice comunitario dei visti (codice dei visti) (GU L 243 del 15.9.2009, pag. 1).

49 Direttiva 2013/32/UE del Parlamento europeo e del Consiglio, del

26 giugno 2013, recante procedure comuni ai fini del riconoscimento e della revoca dello status di protezione internazionale (GU L 180 del 29.6.2013, pag. 60).

50 Regolamento (CE) n. 810/2009 del Parlamento europeo e del Consiglio, del 13 luglio 2009, che istituisce un Codice comunitario dei visti (codice dei visti) (GU L 243 del 15.9.2009, pag. 1).

**Emendamento 71**

**Proposta di regolamento Considerando 40**

*Testo della Commissione Emendamento*

1. Alcuni sistemi di IA destinati all'amministrazione della giustizia e ai processi democratici dovrebbero essere classificati come sistemi ad alto rischio, in considerazione del loro impatto potenzialmente significativo sulla democrazia, sullo Stato di diritto, sulle libertà individuali e sul diritto a un ricorso effettivo e a un giudice imparziale. È in particolare opportuno, al fine di far fronte ai rischi di potenziali distorsioni, errori e opacità, classificare come ad alto rischio i sistemi di IA destinati ***ad*** assistere le autorità giudiziarie nelle attività di ricerca e interpretazione dei fatti e del diritto e nell'applicazione della legge a una serie concreta di fatti. Non è tuttavia opportuno estendere tale classificazione ai sistemi di IA destinati ad attività amministrative puramente accessorie, che non incidono sull'effettiva amministrazione della giustizia nei singoli casi, quali l'anonimizzazione o la pseudonimizzazione di decisioni, documenti o dati giudiziari, la comunicazione tra il personale, i compiti amministrativi o l'assegnazione delle risorse.
2. Alcuni sistemi di IA destinati all'amministrazione della giustizia e ai processi democratici dovrebbero essere classificati come sistemi ad alto rischio, in considerazione del loro impatto potenzialmente significativo sulla democrazia, sullo Stato di diritto, sulle libertà individuali e sul diritto a un ricorso effettivo e a un giudice imparziale. È in particolare opportuno, al fine di far fronte ai rischi di potenziali distorsioni, errori e opacità, classificare come ad alto rischio i sistemi di IA destinati ***a essere utilizzati da un'autorità giudiziaria o da un organo amministrativo, o per loro conto, per*** assistere le autorità giudiziarie ***o gli organi amministrativi*** nelle attività di ricerca e interpretazione dei fatti e del diritto e nell'applicazione della legge a una serie concreta di fatti ***o utilizzati in modo analogo nella risoluzione alternativa delle controversie. L'utilizzo di strumenti di intelligenza artificiale può fornire sostegno, ma non dovrebbe sostituire il potere decisionale dei giudici o l'indipendenza del potere giudiziario, in quanto il processo decisionale finale deve rimanere un'attività e una decisione a guida umana***. Non è tuttavia opportuno estendere tale classificazione ai sistemi di IA destinati ad attività amministrative puramente accessorie, che non incidono sull'effettiva amministrazione della giustizia nei singoli casi, quali l'anonimizzazione o la pseudonimizzazione di decisioni, documenti o dati giudiziari, la comunicazione tra il personale, i compiti amministrativi o l'assegnazione delle risorse.

**Emendamento 72**

**Proposta di regolamento Considerando 40 bis (nuovo)**

*Testo della Commissione Emendamento*

(40 bis) Al fine di affrontare i rischi per il diritto di voto sancito

dall'articolo 39 della Carta derivanti da indebite interferenze esterne e dagli effetti sproporzionati sui processi democratici, sulla democrazia e sullo Stato di diritto, i sistemi di IA destinati a essere utilizzati per influenzare l'esito di elezioni o referendum o il comportamento di voto delle persone fisiche nell'esercizio del loro voto alle elezioni o ai referendum dovrebbero essere classificati come sistemi di IA ad alto rischio, ad eccezione dei sistemi di IA ai cui output le persone fisiche non sono direttamente esposte, come gli strumenti utilizzati per organizzare, ottimizzare e strutturare le campagne politiche da un punto di vista amministrativo e logistico.

**Emendamento 73 Proposta di regolamento**

**Considerando 40 ter (nuovo)**

*Testo della Commissione Emendamento*

(40 ter) In considerazione del volume di persone fisiche che utilizzano i servizi forniti dalle piattaforme di social media designate come piattaforme online di dimensioni molto grandi, tali piattaforme online possono essere utilizzate in modo da influenzare fortemente la sicurezza online, la formazione dell'opinione e del dibattito pubblici, i processi elettorali e democratici e le preoccupazioni della società. È pertanto opportuno che i sistemi di IA utilizzati da tali piattaforme online nei loro sistemi di raccomandazione siano soggetti al presente regolamento, in modo da garantire che i sistemi di IA siano conformi ai requisiti stabiliti a norma del

presente regolamento, compresi i requisiti tecnici in materia di governance dei dati, documentazione tecnica e tracciabilità, trasparenza, sorveglianza umana, accuratezza e solidità. La conformità al presente regolamento dovrebbe consentire a tali piattaforme online di dimensioni molto grandi di adempiere i loro obblighi più ampi di valutazione e attenuazione dei rischi di cui agli articoli 34 e 35 del regolamento (UE) 2022/2065. Gli obblighi di cui al presente regolamento lasciano impregiudicato il regolamento (UE) 2022/2065 e dovrebbero integrare gli obblighi previsti da tale regolamento nel caso in cui la piattaforma di social media sia stata designata come piattaforma online di dimensioni molto grandi. Dato l'impatto a livello europeo delle piattaforme di social media designate come piattaforme online di dimensioni molto grandi, le autorità designate a norma del regolamento (UE) 2022/2065 dovrebbero fungere da autorità di contrasto ai fini dell'applicazione della presente disposizione.

**Emendamento 74**

**Proposta di regolamento Considerando 41**

*Testo della Commissione Emendamento*

1. Il fatto che un sistema di IA sia classificato come ad alto rischio a norma del presente regolamento non dovrebbe essere interpretato come un'indicazione del fatto che l'utilizzo del sistema sia necessariamente lecito a norma di altri atti giuridici dell'Unione o del diritto nazionale compatibile con il diritto dell'Unione, ad esempio in materia di protezione dei dati personali***, uso di poligrafi e strumenti analoghi o di altri sistemi atti a rilevare lo stato emotivo delle persone fisiche***. Qualsiasi siffatto utilizzo dovrebbe continuare a verificarsi solo in conformità ai requisiti applicabili risultanti dalla Carta
2. Il fatto che un sistema di IA sia classificato come ***un sistema di IA*** ad alto rischio a norma del presente regolamento non dovrebbe essere interpretato come un'indicazione del fatto che l'utilizzo del sistema sia necessariamente lecito ***o illecito*** a norma di altri atti giuridici dell'Unione o del diritto nazionale compatibile con il diritto dell'Unione, ad esempio in materia di protezione dei dati personali. Qualsiasi siffatto utilizzo dovrebbe continuare a verificarsi solo in conformità ai requisiti applicabili risultanti dalla Carta e dagli atti applicabili di diritto derivato dell'Unione e di diritto nazionale.

e dagli atti applicabili di diritto derivato dell'Unione e di diritto nazionale. ***Il presente regolamento non dovrebbe essere inteso come un fondamento giuridico per il trattamento dei dati personali, comprese, ove opportuno, categorie particolari di dati personali.***

**Emendamento 75 Proposta di regolamento**

**Considerando 41 bis (nuovo)**

*Testo della Commissione Emendamento*

(41 bis) A livello europeo, nazionale e internazionale un corpus normativo giuridicamente vincolante è già in vigore o è pertinente per i sistemi di IA, tra cui, ma non solo, il diritto primario dell'UE (i trattati dell'Unione europea e la sua Carta dei diritti fondamentali), il diritto derivato dell'UE (ad esempio il regolamento generale sulla protezione dei dati, la direttiva sulla responsabilità dei prodotti, il regolamento sulla libera circolazione dei dati non personali, le direttive antidiscriminazione, il diritto dei consumatori e le direttive in materia di salute e sicurezza sul lavoro), ma anche i trattati delle Nazioni Unite in materia di diritti umani e le convenzioni del Consiglio d'Europa (come la Convenzione europea dei diritti dell'uomo) e il diritto nazionale. Oltre alle norme applicabili orizzontalmente, esistono varie norme specifiche a taluni settori che si applicano a specifiche applicazioni dell'IA (ad esempio il regolamento sui dispositivi medici nel settore sanitario).

**Emendamento 76**

**Proposta di regolamento Considerando 42**

*Testo della Commissione Emendamento*

1. Al fine di attenuare, per gli ***utenti*** e per le persone interessate, i rischi derivanti dai sistemi di IA ad alto rischio immessi o altrimenti messi in servizio sul mercato dell'Unione, è opportuno applicare determinati requisiti obbligatori, tenendo conto della finalità prevista dell'uso del sistema e conformemente al sistema di gestione dei rischi che deve essere stabilito dal fornitore.
2. Al fine di attenuare, per gli ***operatori*** e per le persone interessate, i rischi derivanti dai sistemi di IA ad alto rischio immessi o altrimenti messi in servizio sul mercato dell'Unione, è opportuno applicare determinati requisiti obbligatori, tenendo conto della finalità prevista ***o*** dell'uso ***improprio ragionevolmente prevedibile*** del sistema e conformemente al sistema di gestione dei rischi che deve essere stabilito dal fornitore. ***Tali requisiti dovrebbero essere orientati al conseguimento di obiettivi, adeguati allo scopo, ragionevoli ed efficaci, senza aggiungere costi od oneri normativi indebiti per gli operatori.***

**Emendamento 77**

**Proposta di regolamento Considerando 43**

*Testo della Commissione Emendamento*

1. Tali requisiti dovrebbero applicarsi ai sistemi di IA ad alto rischio per quanto concerne la qualità dei set di dati utilizzati, la documentazione tecnica e la conservazione delle registrazioni, la trasparenza e la fornitura di informazioni agli ***utenti***, la sorveglianza umana e la robustezza, l'accuratezza e la cibersicurezza. Tali requisiti sono necessari per attenuare efficacemente i rischi per la salute, la sicurezza e i diritti fondamentali, come applicabile alla luce della finalità prevista del sistema, e, non essendo ragionevolmente disponibili altre misure meno restrittive degli scambi, sono così evitate limitazioni ingiustificate del commercio.
2. Tali requisiti dovrebbero applicarsi ai sistemi di IA ad alto rischio per quanto concerne la qualità ***e la pertinenza*** dei set di dati utilizzati, la documentazione tecnica e la conservazione delle registrazioni, la trasparenza e la fornitura di informazioni agli ***operatori***, la sorveglianza umana e la robustezza, l'accuratezza e la cibersicurezza. Tali requisiti sono necessari per attenuare efficacemente i rischi per la salute, la sicurezza e i diritti fondamentali, ***nonché l'ambiente, la democrazia e lo Stato di diritto,*** come applicabile alla luce della finalità prevista ***o dell'uso improprio ragionevolmente prevedibile*** del sistema, e, non essendo ragionevolmente disponibili altre misure meno restrittive degli scambi, sono così evitate limitazioni ingiustificate del commercio.

**Emendamento 78**

**Proposta di regolamento Considerando 44**

*Testo della Commissione Emendamento*

1. ***Un'elevata qualità dei*** dati ***è*** essenziale ***per*** le prestazioni di molti sistemi di IA, in particolare quando si utilizzano tecniche che prevedono l'addestramento di modelli, al fine di garantire che il sistema di IA ad alto rischio funzioni come previsto e in maniera sicura e che non diventi fonte di ***una*** discriminazione vietata dal diritto dell'Unione. Per disporre di set di dati di addestramento, convalida e prova di elevata qualità è necessaria l'attuazione di adeguate pratiche di governance e gestione dei dati. I set di dati di addestramento, convalida e prova dovrebbero essere sufficientemente pertinenti, rappresentativi ***e privi*** di errori***, nonché*** completi alla luce della finalità prevista del sistema. Dovrebbero inoltre possedere le proprietà statistiche appropriate, anche per quanto riguarda le persone o i gruppi di persone ***sui*** quali il sistema di IA ad alto rischio è destinato a essere usato. In particolare, i set di dati di addestramento, convalida e prova dovrebbero tenere conto, nella misura necessaria alla luce della finalità prevista, delle caratteristiche o degli elementi peculiari dello specifico contesto o ambito geografico, comportamentale o funzionale all'interno del quale il sistema di IA ad alto rischio è destinato a essere usato. Al fine di proteggere i diritti di terzi dalla discriminazione che potrebbe derivare dalla distorsione nei sistemi di IA, è opportuno che i fornitori siano in grado di trattare anche categorie particolari di dati personali, come questione di rilevante interesse pubblico, al fine di garantire ***il monitoraggio,*** il rilevamento e la correzione delle distorsioni in relazione ai sistemi di IA ad alto rischio.
2. ***Un accesso ai*** dati ***di alta qualità svolge un ruolo essenziale nel fornire una struttura e garantire*** le prestazioni di molti sistemi di IA, in particolare quando si utilizzano tecniche che prevedono l'addestramento di modelli, al fine di garantire che il sistema di IA ad alto rischio funzioni come previsto e in maniera sicura e che non diventi ***una*** fonte di discriminazione vietata dal diritto dell'Unione. Per disporre di set di dati di addestramento, convalida e prova di elevata qualità è necessaria l'attuazione di adeguate pratiche di governance e gestione dei dati. I set di dati di addestramento ***e, ove applicabile***, ***di*** convalida e prova***, incluse le etichette,*** dovrebbero essere sufficientemente pertinenti, rappresentativi***, adeguatamente verificati in termini*** di errori ***e il più possibile*** completi alla luce della finalità prevista del sistema. Dovrebbero inoltre possedere le proprietà statistiche appropriate, anche per quanto riguarda le persone o i gruppi di persone ***in relazione ai*** quali il sistema di IA ad alto rischio è destinato a essere usato***, prestando particolare attenzione all'attenuazione di possibili distorsioni nei set di dati, che potrebbero comportare rischi per i diritti fondamentali o risultati discriminatori per le persone interessate dal sistema di IA ad alto rischio***. ***Le distorsioni possono ad esempio essere intrinseche agli insiemi di dati di base, specie se si utilizzano dati storici, inseriti dagli sviluppatori degli algoritmi o generati quando i sistemi sono attuati in contesti reali. I risultati forniti dai sistemi di IA sono influenzati da tali distorsioni intrinseche, che sono destinate ad aumentare gradualmente e quindi a perpetuare e amplificare le discriminazioni esistenti, in particolare nei confronti delle persone che***

***appartengono a determinate minoranze vulnerabili o etniche o comunità razziali.*** In particolare, i set di dati di addestramento, convalida e prova dovrebbero tenere conto, nella misura necessaria alla luce della finalità prevista, delle caratteristiche o degli elementi peculiari dello specifico contesto o ambito geografico, comportamentale o funzionale all'interno del quale il sistema di IA ad alto rischio è destinato a essere usato. Al fine di proteggere i diritti di terzi dalla discriminazione che potrebbe derivare dalla distorsione nei sistemi di IA, è opportuno***, in via eccezionale e previa attuazione di tutte le condizioni applicabili previste dal presente regolamento e dal regolamento (UE) 2016/679, dalla direttiva (UE) 2016/680 e dal regolamento (UE) 2018/1725,*** che i fornitori siano in grado di trattare anche categorie particolari di dati personali, come questione di rilevante interesse pubblico, al fine di garantire il rilevamento e la correzione delle distorsioni in relazione ai sistemi di IA ad alto rischio. ***Le distorsioni negative dovrebbero essere intese come distorsioni che creano un effetto discriminatorio diretto o indiretto nei confronti di una persona fisica. I requisiti relativi alla governance dei dati possono essere soddisfatti ricorrendo a terzi che offrono servizi di conformità certificati, compresa la verifica della governance dei dati, dell'integrità dei set di dati e delle pratiche di addestramento, convalida e prova dei dati.***

**Emendamento 79**

**Proposta di regolamento Considerando 45**

*Testo della Commissione Emendamento*

1. Ai fini dello sviluppo di sistemi di IA ad alto rischio, è opportuno concedere ad alcuni soggetti, come fornitori, organismi notificati e altre entità pertinenti,
2. Ai fini dello sviluppo ***e della valutazione*** di sistemi di IA ad alto rischio, è opportuno concedere ad alcuni soggetti, come fornitori, organismi notificati e altre

quali i poli dell'innovazione digitale, le strutture di prova e sperimentazione e i ricercatori, l'accesso a set di dati di elevata qualità e la possibilità di utilizzarli nell'ambito dei rispettivi settori di attività connessi al presente regolamento. Gli spazi comuni europei di dati istituiti dalla Commissione e l'agevolazione della condivisione dei dati tra imprese e con i governi, nell'interesse pubblico, saranno fondamentali per fornire un accesso affidabile, responsabile e non discriminatorio a dati di elevata qualità a fini di addestramento, convalida e prova dei sistemi di IA. Ad esempio, per quanto riguarda la salute, lo spazio europeo di dati sanitari agevolerà l'accesso non discriminatorio ai dati sanitari e l'addestramento di algoritmi di intelligenza artificiale su tali set di dati in modo sicuro, tempestivo, trasparente, affidabile e tale da tutelare la vita privata, nonché con un'adeguata governance istituzionale. Le autorità competenti interessate, comprese quelle settoriali, che forniscono o sostengono l'accesso ai dati, possono anche sostenere la fornitura di dati di alta qualità a fini di addestramento, convalida e prova dei sistemi di IA.

entità pertinenti, quali i poli dell'innovazione digitale, le strutture di prova e sperimentazione e i ricercatori, l'accesso a set di dati di elevata qualità e la possibilità di utilizzarli nell'ambito dei rispettivi settori di attività connessi al presente regolamento. Gli spazi comuni europei di dati istituiti dalla Commissione e l'agevolazione della condivisione dei dati tra imprese e con i governi, nell'interesse pubblico, saranno fondamentali per fornire un accesso affidabile, responsabile e non discriminatorio a dati di elevata qualità a fini di addestramento, convalida e prova dei sistemi di IA. Ad esempio, per quanto riguarda la salute, lo spazio europeo di dati sanitari agevolerà l'accesso non discriminatorio ai dati sanitari e l'addestramento di algoritmi di intelligenza artificiale su tali set di dati in modo sicuro, tempestivo, trasparente, affidabile e tale da tutelare la vita privata, nonché con un'adeguata governance istituzionale. Le autorità competenti interessate, comprese quelle settoriali, che forniscono o sostengono l'accesso ai dati, possono anche sostenere la fornitura di dati di alta qualità a fini di addestramento, convalida e prova dei sistemi di IA.

**Emendamento 80**

**Proposta di regolamento Considerando 45 bis (nuovo)**

*Testo della Commissione Emendamento*

(45 bis) Il diritto alla vita privata e alla protezione dei dati personali deve essere garantito durante l'intero ciclo di vita del sistema di IA. A tale riguardo, i principi della minimizzazione dei dati e della protezione dei dati fin dalla progettazione e per impostazione predefinita, sanciti dal diritto dell'Unione in materia di protezione dei dati, sono essenziali quando il trattamento dei dati comporta rischi significativi per i diritti fondamentali delle persone fisiche. I

fornitori e gli utenti dei sistemi di IA dovrebbero attuare misure tecniche e organizzative all'avanguardia al fine di tutelare tali diritti. Tali misure dovrebbero includere non solo l'anonimizzazione e la cifratura, ma anche l'uso di tecnologie sempre più disponibili che consentano di inserire algoritmi nei dati e di ricavare informazioni preziose senza la trasmissione tra le parti o un'inutile copia degli stessi dati grezzi o strutturati.

**Emendamento 81**

**Proposta di regolamento Considerando 46**

*Testo della Commissione Emendamento*

1. Disporre di informazioni sulle modalità di sviluppo dei sistemi di IA ad alto rischio e sulle loro modalità di funzionamento durante tutto il ciclo di vita è essenziale per verificare la conformità ai requisiti di cui al presente regolamento. Occorre a tal fine conservare le registrazioni e disporre di una documentazione tecnica contenente le informazioni necessarie per valutare la conformità del sistema di IA ai requisiti pertinenti. Tali informazioni dovrebbero includere le caratteristiche, le capacità e i limiti generali del sistema, gli algoritmi, i dati, l'addestramento, i processi di prova e di convalida utilizzati, nonché la documentazione sul pertinente sistema di gestione dei rischi. È opportuno tenere aggiornata la documentazione tecnica.

(46) Disporre di informazioni ***comprensibili*** sulle modalità di sviluppo dei sistemi di IA ad alto rischio e sulle loro modalità di funzionamento durante tutto il ciclo di vita è essenziale per verificare la conformità ai requisiti di cui al presente regolamento. Occorre a tal fine conservare le registrazioni e disporre di una documentazione tecnica contenente le informazioni necessarie per valutare la conformità del sistema di IA ai requisiti pertinenti. Tali informazioni dovrebbero includere le caratteristiche, le capacità e i limiti generali del sistema, gli algoritmi, i dati, l'addestramento, i processi di prova e di convalida utilizzati, nonché la documentazione sul pertinente sistema di gestione dei rischi. È opportuno tenere aggiornata ***in modo adeguato*** la documentazione tecnica ***durante l'intero ciclo di vita del sistema di IA***. ***I sistemi di IA possono avere un notevole impatto ambientale e un elevato consumo di energia durante il loro ciclo di vita. Al fine di comprendere meglio l'impatto dei sistemi di IA sull'ambiente, la documentazione tecnica elaborata dai fornitori dovrebbe includere informazioni sul consumo energetico del sistema di IA, compreso il consumo in fase di sviluppo e***

il consumo previsto durante l'uso. Tali informazioni dovrebbero tenere conto della pertinente legislazione dell'Unione e nazionale. Le informazioni comunicate dovrebbero essere comprensibili, comparabili e verificabili e, a tal fine, la Commissione dovrebbe elaborare orientamenti su una metodologia armonizzata per il calcolo e la comunicazione di tali informazioni. Per garantire che sia possibile un'unica documentazione, i termini e le definizioni relativi alla documentazione richiesta e a qualsiasi documentazione richiesta nella pertinente legislazione dell'Unione dovrebbero essere il più allineati possibile.

**Emendamento 82**

**Proposta di regolamento Considerando 46 bis (nuovo)**

*Testo della Commissione Emendamento*

(46 bis) I sistemi di IA dovrebbero tenere conto dei metodi più avanzati e delle norme applicabili pertinenti al fine di ridurre il consumo di energia e di risorse e i rifiuti, nonché di aumentare la loro efficienza energetica nonché l'efficienza complessiva del sistema. Gli aspetti ambientali dei sistemi di IA che sono significativi ai fini del presente regolamento sono il consumo energetico del sistema di IA nella fase di sviluppo, addestramento e diffusione, nonché la registrazione, la comunicazione e la conservazione di tali dati. La progettazione dei sistemi di IA dovrebbe consentire la misurazione e la registrazione del consumo di energia e di risorse in ogni fase di sviluppo, addestramento e diffusione. Il monitoraggio e la comunicazione delle emissioni dei sistemi di IA devono essere solidi, trasparenti, coerenti e accurati. Al fine di garantire l'applicazione uniforme del presente regolamento e un ecosistema giuridico stabile per i fornitori e gli

operatori nel mercato unico, la Commissione dovrebbe elaborare una specifica comune per la metodologia intesa a soddisfare l'obbligo di comunicazione e documentazione sul consumo di energia e di risorse durante lo sviluppo, l'addestramento e la diffusione. Tali specifiche comuni sulla metodologia di misurazione possono sviluppare una base di riferimento in base alla quale la Commissione può decidere con maggiore cognizione di cause se siano necessari futuri interventi normativi, effettuando una valutazione d'impatto che tenga conto della legislazione vigente.

**Emendamento 83**

**Proposta di regolamento Considerando 46 ter (nuovo)**

*Testo della Commissione Emendamento*

(46 ter) Al fine di conseguire gli obiettivi del presente regolamento e di contribuire agli obiettivi ambientali dell'Unione garantendo nel contempo il corretto funzionamento del mercato interno, può essere necessario stabilire raccomandazioni e orientamenti e, in ultima analisi, obiettivi in materia di sostenibilità. A tal fine la Commissione ha il diritto di elaborare una metodologia per contribuire alla creazione di indicatori chiave di prestazione (ICP) e un riferimento per gli obiettivi di sviluppo sostenibile (OSS). L'obiettivo dovrebbe essere in primo luogo quello di consentire un confronto equo tra le scelte di attuazione dell'IA, fornendo incentivi per promuovere l'utilizzo di tecnologie di IA più efficienti che tengano conto delle preoccupazioni in materia di energia e risorse. Per conseguire tale obiettivo, il presente regolamento dovrebbe fornire i mezzi per istituire una raccolta di riferimento dei dati comunicati sulle emissioni derivanti dallo sviluppo e dall'addestramento nonché dalla

diffusione.

**Emendamento 84**

**Proposta di regolamento Considerando 47 bis (nuovo)**

*Testo della Commissione Emendamento*

(47 bis) Tali requisiti sulla trasparenza e sulla spiegabilità del processo decisionale dell'IA dovrebbero altresì contribuire a contrastare gli effetti dissuasivi dell'asimmetria digitale come pure i cosiddetti "modelli occulti" aventi come obiettivo le persone e il loro consenso informato.

**Emendamento 85**

**Proposta di regolamento Considerando 49**

*Testo della Commissione Emendamento*

(49) Le prestazioni dei sistemi di IA ad alto rischio dovrebbero essere coerenti durante tutto il loro ciclo di vita e tali sistemi dovrebbero garantire un livello adeguato di accuratezza, robustezza e cibersicurezza, conformemente allo stato dell'arte generalmente riconosciuto. È opportuno che i livelli di ***precisione e le pertinenti metriche di accuratezza*** siano comunicati agli ***utenti***.

1. Le prestazioni dei sistemi di IA ad alto rischio dovrebbero essere coerenti durante tutto il loro ciclo di vita e tali sistemi dovrebbero garantire un livello adeguato di accuratezza, robustezza e cibersicurezza, conformemente allo stato dell'arte generalmente riconosciuto. ***Le metriche di prestazione e i relativi livelli attesi dovrebbero essere definiti con l'obiettivo principale di attenuare i rischi e l'impatto negativo del sistema di IA.*** È opportuno che i livelli di ***prestazione attesi*** siano comunicati agli ***operatori in modo chiaro, trasparente, facilmente comprensibile e intelligibile***. ***La dichiarazione delle metriche di prestazione non può essere considerata una prova dei livelli futuri, ma occorre applicare metodi pertinenti per garantire livelli coerenti durante l'uso. Sebbene esistano enti di normazione preposti a stabilire norme, è necessario un***

coordinamento in materia di analisi comparativa per stabilire le modalità di misurazione di tali requisiti e caratteristiche standardizzati dei sistemi di IA. L'ufficio europeo per l'intelligenza artificiale dovrebbe riunire le autorità nazionali di metrologia e analisi comparativa e fornire orientamenti non vincolanti per trattare gli aspetti tecnici delle modalità di misurazione dei livelli adeguati di prestazione e robustezza.

**Emendamento 86**

**Proposta di regolamento Considerando 50**

*Testo della Commissione Emendamento*

1. La robustezza tecnica è un requisito fondamentale dei sistemi di IA ad alto rischio. Tali sistemi dovrebbero essere resilienti rispetto sia ai rischi connessi alle limitazioni del sistema (ad esempio errori, guasti, incoerenze, situazioni impreviste) sia alle azioni dolose che possono compromettere la sicurezza del sistema di IA e comportare comportamenti dannosi o altrimenti indesiderati. La mancata protezione da tali rischi potrebbe avere ripercussioni sulla sicurezza o incidere negativamente sui diritti fondamentali, ad esempio a causa della generazione da parte del sistema di IA di decisioni errate o di output sbagliati o distorti.
2. La robustezza tecnica è un requisito fondamentale dei sistemi di IA ad alto rischio. Tali sistemi dovrebbero essere resilienti rispetto sia ai rischi connessi alle limitazioni del sistema (ad esempio errori, guasti, incoerenze, situazioni impreviste) sia alle azioni dolose che possono compromettere la sicurezza del sistema di IA e comportare comportamenti dannosi o altrimenti indesiderati. La mancata protezione da tali rischi potrebbe avere ripercussioni sulla sicurezza o incidere negativamente sui diritti fondamentali, ad esempio a causa della generazione da parte del sistema di IA di decisioni errate o di output sbagliati o distorti. ***Gli utenti del sistema di IA dovrebbero adottare misure per garantire che il possibile compromesso tra robustezza e accuratezza non produca risultati discriminatori o negativi per sottogruppi minoritari.***

**Emendamento 87**

**Proposta di regolamento Considerando 51**

*Testo della Commissione Emendamento*

1. La cibersicurezza svolge un ruolo cruciale nel garantire che i sistemi di IA siano resilienti ai tentativi compiuti da terzi con intenzioni malevole che, sfruttando le vulnerabilità del sistema, mirano ad alterarne l'uso, il comportamento, le prestazioni o a comprometterne le proprietà di sicurezza. Gli attacchi informatici contro i sistemi di IA possono far leva sulle risorse specifiche dell'IA, quali i set di dati di addestramento (ad esempio "avvelenamento dei dati", data poisoning) o i modelli addestrati (ad esempio "attacchi antagonisti", adversarial attacks), o sfruttare le vulnerabilità delle risorse digitali del sistema di IA o dell'infrastruttura TIC sottostante. Al fine di garantire un livello di cibersicurezza adeguato ai rischi, è pertanto opportuno che i fornitori di sistemi di IA ad alto rischio adottino misure adeguate, anche tenendo debitamente conto dell'infrastruttura TIC sottostante.

(51) La cibersicurezza svolge un ruolo cruciale nel garantire che i sistemi di IA siano resilienti ai tentativi compiuti da terzi con intenzioni malevole che, sfruttando le vulnerabilità del sistema, mirano ad alterarne l'uso, il comportamento, le prestazioni o a comprometterne le proprietà di sicurezza. Gli attacchi informatici contro i sistemi di IA possono far leva sulle risorse specifiche dell'IA, quali i set di dati di addestramento (ad esempio "avvelenamento dei dati", data poisoning) o i modelli addestrati (ad esempio "attacchi antagonisti", adversarial attacks***, o "attacchi alla riservatezza", confidentiality attacks***), o sfruttare le vulnerabilità delle risorse digitali del sistema di IA o dell'infrastruttura TIC sottostante. Al fine di garantire un livello di cibersicurezza adeguato ai rischi, è pertanto opportuno che i fornitori di sistemi di IA ad alto rischio***, così come gli organismi notificati, le autorità nazionali competenti e le autorità di vigilanza del mercato,*** adottino misure adeguate, anche tenendo debitamente conto dell'infrastruttura TIC sottostante. ***L'IA ad alto rischio dovrebbe essere corredata di soluzioni e patch di sicurezza per la durata del ciclo di vita del prodotto o, in assenza di dipendenza da un prodotto specifico, per un periodo che deve essere dichiarato dal produttore.***

**Emendamento 88**

**Proposta di regolamento Considerando 53 bis (nuovo)**

*Testo della Commissione Emendamento*

(53 bis) In qualità di firmatari della Convenzione delle Nazioni Unite sui diritti delle persone con disabilità (UNCRPD), l'Unione e gli Stati membri sono tenuti, dal punto di vista giuridico, a

proteggere le persone con disabilità dalla discriminazione e a promuoverne l'uguaglianza, a garantire che le persone con disabilità abbiano accesso, su un piano di parità con gli altri, alle tecnologie e ai sistemi di informazione e comunicazione e a garantire il rispetto della vita privata delle persone con disabilità. In considerazione dell'importanza e dell'utilizzo crescenti dei sistemi di IA, l'applicazione dei principi della progettazione universale a tutti i nuovi servizi e tecnologie dovrebbe garantire un accesso pieno, paritario e privo di restrizioni a tutti coloro che sono potenzialmente interessati dalle tecnologie di IA o che le utilizzano, ivi comprese le persone con disabilità, in modo da tenere pienamente conto della loro dignità e diversità intrinseche. È pertanto essenziale che i fornitori garantiscano la piena conformità ai requisiti di accessibilità, ivi incluso alla direttiva (UE) 2016/2102 e alla direttiva (UE) 2019/882. I fornitori dovrebbero garantire il rispetto di tali requisiti fin dalla progettazione. Pertanto, le misure necessarie dovrebbero essere quanto più possibile integrate nella progettazione dei sistemi di IA ad alto rischio.

**Emendamento 89**

**Proposta di regolamento Considerando 54**

*Testo della Commissione Emendamento*

(54) È opportuno che il fornitore istituisca un solido sistema di gestione della qualità, garantisca l'espletamento della procedura di valutazione della conformità richiesta, rediga la documentazione pertinente e istituisca un sistema robusto per il monitoraggio successivo all'immissione sul mercato. Le autorità pubbliche che mettono in servizio sistemi di IA ad alto rischio per uso proprio possono adottare e attuare le regole per il

(54) È opportuno che il fornitore istituisca un solido sistema di gestione della qualità, garantisca l'espletamento della procedura di valutazione della conformità richiesta, rediga la documentazione pertinente e istituisca un sistema robusto per il monitoraggio successivo all'immissione sul mercato***. Per i fornitori che dispongono già di sistemi di gestione della qualità basati su norme quali la norma ISO 9001 o altre norme***

sistema di gestione della qualità nell'ambito del sistema di gestione della qualità adottato a livello nazionale o regionale, a seconda dei casi, tenendo conto delle specificità del settore come pure delle competenze e dell'organizzazione dell'autorità pubblica in questione.

***pertinenti, non si dovrebbe prevedere una duplicazione completa del sistema di gestione della qualità, bensì un adeguamento dei loro sistemi esistenti a taluni aspetti connessi alla conformità ai requisiti specifici del presente regolamento. Ciò dovrebbe riflettersi anche nelle future attività di normazione o negli orientamenti adottati dalla Commissione a tale riguardo***. Le autorità pubbliche che mettono in servizio sistemi di IA ad alto rischio per uso proprio possono adottare e attuare le regole per il sistema di gestione della qualità nell'ambito del sistema di gestione della qualità adottato a livello nazionale o regionale, a seconda dei casi, tenendo conto delle specificità del settore come pure delle competenze e dell'organizzazione dell'autorità pubblica in questione.

**Emendamento 90**

**Proposta di regolamento Considerando 56**

*Testo della Commissione Emendamento*

(56) Al fine di consentire l'applicazione del presente regolamento e di creare condizioni di parità per gli operatori, e tenendo conto delle diverse forme di messa a disposizione di prodotti digitali, è importante garantire che, in qualsiasi circostanza, una persona stabilita nell'Unione possa fornire alle autorità tutte le informazioni necessarie sulla conformità di un sistema di IA. Pertanto, prima di mettere a disposizione i propri sistemi di IA nell'Unione, ***nel caso in cui non possa essere identificato un importatore,*** i fornitori stabiliti al di fuori dell'Unione dovrebbero nominare, mediante mandato scritto, un rappresentante autorizzato stabilito nell'Unione.

(56) Al fine di consentire l'applicazione del presente regolamento e di creare condizioni di parità per gli operatori, e tenendo conto delle diverse forme di messa a disposizione di prodotti digitali, è importante garantire che, in qualsiasi circostanza, una persona stabilita nell'Unione possa fornire alle autorità tutte le informazioni necessarie sulla conformità di un sistema di IA. Pertanto, prima di mettere a disposizione i propri sistemi di IA nell'Unione, i fornitori stabiliti al di fuori dell'Unione dovrebbero nominare, mediante mandato scritto, un rappresentante autorizzato stabilito nell'Unione.

**Emendamento 91**

**Proposta di regolamento Considerando 58**

*Testo della Commissione Emendamento*

(58) In considerazione della natura dei sistemi di IA e dei possibili rischi per la sicurezza e i diritti fondamentali associati al loro utilizzo, anche per quanto riguarda la necessità di garantire un adeguato monitoraggio delle prestazioni di un sistema di IA in un contesto reale, è opportuno stabilire responsabilità specifiche per gli ***utenti***. È in particolare opportuno che gli ***utenti*** usino i sistemi di IA ad alto rischio conformemente alle istruzioni per l'uso e che siano previsti alcuni altri obblighi in materia di monitoraggio del funzionamento dei sistemi di IA e conservazione delle registrazioni, a seconda dei casi.

1. In considerazione della natura dei sistemi di IA e dei possibili rischi per la sicurezza e i diritti fondamentali associati al loro utilizzo, anche per quanto riguarda la necessità di garantire un adeguato monitoraggio delle prestazioni di un sistema di IA in un contesto reale, è opportuno stabilire responsabilità specifiche per gli ***operatori***. È in particolare opportuno che gli ***operatori*** usino i sistemi di IA ad alto rischio conformemente alle istruzioni per l'uso e che siano previsti alcuni altri obblighi in materia di monitoraggio del funzionamento dei sistemi di IA e conservazione delle registrazioni, a seconda dei casi.

**Emendamento 92**

**Proposta di regolamento Considerando 58 bis (nuovo)**

*Testo della Commissione Emendamento*

(58 bis) Se da un lato i rischi legati ai sistemi di IA possono risultare dal modo in cui tali sistemi sono progettati, dall'altro essi possono derivare anche dal modo in cui tali sistemi di IA sono utilizzati. Gli operatori di sistemi di IA ad alto rischio svolgono pertanto un ruolo fondamentale nel garantire la tutela dei diritti fondamentali, integrando gli obblighi del fornitore nello sviluppo del sistema di IA. Gli operatori sono nella posizione migliore per comprendere come il sistema di IA ad alto rischio sarà utilizzato concretamente e possono pertanto individuare potenziali rischi significativi non previsti nella fase di sviluppo, in ragione di una conoscenza più puntuale del contesto di utilizzo e delle persone o dei gruppi di persone che potrebbero essere interessati, compresi i

gruppi emarginati e vulnerabili. Gli operatori dovrebbero individuare strutture di governance adeguate in tale contesto specifico di utilizzo, quali le modalità di sorveglianza umana, le procedure di gestione dei reclami e le procedure di ricorso, dal momento che le scelte relative alle strutture di governance possono essere determinanti per attenuare i rischi per i diritti fondamentali in casi d'uso concreti. Al fine di garantire in maniera efficiente la tutela dei diritti fondamentali, l'operatore di sistemi di IA ad alto rischio dovrebbe quindi effettuare una valutazione d'impatto sui diritti fondamentali prima di metterli in servizio. La valutazione d'impatto dovrebbe essere corredata di un piano dettagliato che descriva le misure o gli strumenti che contribuiranno ad attenuare i rischi per i diritti fondamentali individuati al più tardi a partire dal momento della loro messa in servizio. Se tale piano non può essere individuato, l'operatore dovrebbe astenersi dal mettere in servizio il sistema. Nell'effettuare tale valutazione d'impatto, l'operatore dovrebbe informare l'autorità nazionale di controllo e, nella misura più ampia possibile, i pertinenti portatori di interessi nonché i rappresentanti dei gruppi di persone che potrebbero essere interessati dal sistema di IA al fine di raccogliere le informazioni pertinenti ritenute necessarie per effettuare la valutazione d'impatto e sono incoraggiati a rendere pubblica la sintesi della loro valutazione d'impatto sui diritti fondamentali sul loro sito web online. Tali obblighi non dovrebbero applicarsi alle PMI che, data la mancanza di risorse, potrebbero incontrare difficoltà nello svolgimento di tale consultazione.

Tuttavia, esse dovrebbero altresì adoperarsi per coinvolgere tali rappresentanti nello svolgimento della loro valutazione d'impatto sui diritti fondamentali. Inoltre, dati il potenziale impatto e la necessità di sorveglianza e controllo democratici, gli operatori di sistemi di IA ad alto rischio che sono

autorità pubbliche o istituzioni, organi e organismi dell'Unione, nonché gli operatori che sono imprese designate come gatekeeper a norma del regolamento (UE) 2022/1925, dovrebbero essere tenuti a registrare l'uso di qualsiasi sistema di IA ad alto rischio in una banca dati pubblica. La registrazione è possibile, su base volontaria, anche per altri operatori.

**Emendamento 93**

**Proposta di regolamento Considerando 59**

*Testo della Commissione Emendamento*

1. È opportuno prevedere che ***l'utente*** del sistema di IA sia la persona fisica o giuridica, l'autorità pubblica, l'agenzia o altro organismo sotto la cui autorità è utilizzato il sistema di IA, salvo nel caso in cui il sistema sia utilizzato nel corso di un'attività personale non professionale.
2. È opportuno prevedere che ***l'operatore*** del sistema di IA sia la persona fisica o giuridica, l'autorità pubblica, l'agenzia o altro organismo sotto la cui autorità è utilizzato il sistema di IA, salvo nel caso in cui il sistema sia utilizzato nel corso di un'attività personale non professionale.

**Emendamento 94**

**Proposta di regolamento Considerando 60**

*Testo della Commissione Emendamento*

1. Alla luce ***della*** complessità della catena del valore ***dell'intelligenza artificiale***, i terzi pertinenti, in particolare quelli coinvolti nella vendita e nella fornitura di software, strumenti ***e*** componenti software, modelli preaddestrati ***e*** dati, o i fornitori di servizi di rete, dovrebbero cooperare, a seconda dei casi, con i fornitori ***e con gli utenti*** per consentire loro di ***rispettare gli obblighi previsti dal presente regolamento e con le autorità competenti istituite a norma*** del presente regolamento.
2. ***All'interno della catena del valore dell'IA, spesso più soggetti forniscono strumenti e servizi, ma anche componenti o processi, che sono poi integrati dal fornitore nel sistema di IA, anche in relazione alla raccolta e al pretrattamento dei dati, all'addestramento dei modelli, alla riqualificazione dei modelli, alla prova e alla valutazione dei modelli, all'integrazione nel software o ad altri aspetti dello sviluppo dei modelli. I soggetti coinvolti possono far sì che la loro offerta sia disponibile sul mercato, direttamente o indirettamente, attraverso interfacce, quali le interfacce per***

***programmi applicativi (API), e distribuita sulla base di licenze libere e open source, ma anche sempre più mediante piattaforme di forza lavoro nel settore dell'IA, la rivendita di parametri addestrati, kit "fai da te" per costruire modelli o l'offerta di un accesso a pagamento a un modello che funga da architettura per lo sviluppo e l'addestramento di modelli.*** Alla luce ***di tale*** complessità della catena del valore ***dell'IA***, ***tutti*** i terzi pertinenti, in particolare quelli coinvolti ***nello sviluppo,*** nella vendita e nella fornitura ***commerciale*** di software, strumenti***,*** componenti software, modelli preaddestrati ***o*** dati ***integrati nel sistema di IA***, o i fornitori di servizi di rete, dovrebbero***, senza compromettere i loro diritti di proprietà intellettuale o segreti commerciali, rendere disponibili le informazioni, l'addestramento o le competenze richiesti e*** cooperare, a seconda dei casi, con i fornitori per consentire loro di ***controllare tutti gli aspetti pertinenti del sistema di IA relativi alla conformità che rientrano nell'ambito di applicazione*** del presente regolamento. ***Per consentire una governance efficace sotto il profilo dei costi della catena del valore dell'IA, il livello di controllo è esplicitamente comunicato da ciascun terzo che fornisce al fornitore uno strumento, un servizio, un componente o un processo che è successivamente integrato dal fornitore nel sistema di IA.***

**Emendamento 95**

**Proposta di regolamento Considerando 60 bis (nuovo)**

*Testo della Commissione Emendamento*

(60 bis) Se una parte si trova in una posizione negoziale più forte, vi è il rischio che tale parte possa sfruttare tale posizione a scapito dell'altra parte nel negoziare la fornitura di strumenti, servizi, componenti o processi che sono

utilizzati o integrati in un sistema di IA ad alto rischio o i mezzi di ricorso in caso di violazione o cessazione dei relativi obblighi. Tali squilibri contrattuali danneggiano in particolare le microimprese, le piccole e medie imprese e le start-up, a meno che non siano detenute o subappaltate da un'impresa in grado di compensare adeguatamente il subappaltatore, in quanto non dispongono di una capacità significativa di negoziare le condizioni dell'accordo contrattuale e potrebbero non avere altra scelta se non quella di accettare le clausole contrattuali "prendere o lasciare". Le clausole contrattuali abusive che disciplinano la fornitura di strumenti, servizi, componenti o processi utilizzati o integrati in un sistema di IA ad alto rischio o i mezzi di ricorso in caso di violazione o cessazione dei relativi obblighi non dovrebbero pertanto essere vincolanti per tali microimprese, piccole o medie imprese e start-up laddove siano state imposte loro in modo unilaterale.

**Emendamento 96**

**Proposta di regolamento Considerando 60 ter (nuovo)**

*Testo della Commissione Emendamento*

(60 ter) Le norme sulle clausole contrattuali dovrebbero tenere conto del principio della libertà contrattuale quale concetto essenziale nelle relazioni tra imprese. È pertanto opportuno che non tutte le clausole contrattuali siano soggette a un test di abusività, ma solo quelle imposte unilateralmente alle microimprese, alle piccole e medie imprese e alle start-up. Ciò riguarda le situazioni "prendere o lasciare" nelle quali una parte propone una determinata clausola contrattuale e la microimpresa, la piccola o media impresa o la start-up non può influenzarne il contenuto malgrado un tentativo di negoziarla. Una

clausola contrattuale semplicemente proposta da una parte e accettata dalla microimpresa, dalla piccola o media impresa o dalla start-up o una clausola negoziata e successivamente concordata in una versione modificata tra le parti contraenti non dovrebbe essere considerata una clausola imposta unilateralmente.

**Emendamento 97**

**Proposta di regolamento Considerando 60 quater (nuovo)**

*Testo della Commissione Emendamento*

(60 quater) Inoltre, le norme sulle clausole contrattuali abusive dovrebbero applicarsi solo alle parti di un contratto che riguardano la fornitura di strumenti, servizi, componenti o processi utilizzato o integrati in un sistema di IA ad alto rischio o i mezzi di ricorso in caso di violazione o cessazione dei relativi obblighi. Altre parti dello stesso contratto, non correlate a tali elementi, non dovrebbero essere soggette al test di abusività di cui al presente regolamento.

**Emendamento 98 Proposta di regolamento**

**Considerando 60 quinquies (nuovo)**

*Testo della Commissione Emendamento*

(60 quinquies) È opportuno applicare i criteri per l'individuazione delle clausole contrattuali abusive solo alle clausole contrattuali eccessive, in caso di abuso di una posizione negoziale più forte. La stragrande maggioranza delle clausole contrattuali che dal punto di vista commerciale sono più favorevoli a una parte rispetto all'altra, comprese quelle che sono normali nei contratti tra imprese, sono una normale espressione

del principio della libertà contrattuale e continuano ad applicarsi. Se una clausola contrattuale non è inclusa nell'elenco delle clausole che sono sempre considerate abusive, si applica la disposizione generale sul carattere abusivo. A tale riguardo le clausole che figurano nell'elenco delle clausole abusive dovrebbero servire da parametro per l'interpretazione della disposizione generale sul carattere abusivo.

**Emendamento 99**

**Proposta di regolamento Considerando 60 sexies (nuovo)**

*Testo della Commissione Emendamento*

(60 sexies) I modelli di base sono uno sviluppo recente, in cui i modelli di IA sono sviluppati a partire da algoritmi progettati per ottimizzare la generalità e la versatilità degli output. Tali modelli sono spesso addestrati su un'ampia gamma di fonti di dati e su grandi quantità di dati per svolgere un'ampia gamma di compiti a valle, compresi alcuni per i quali non sono stati specificamente sviluppati e addestrati. Il modello di base può essere unimodale o multimodale e può addestrato con diversi metodi, come l'apprendimento supervisionato o l'apprendimento per rinforzo. I sistemi di IA con finalità previste specifiche o i sistemi di IA per finalità generali possono essere l'attuazione di un modello di base, il che significa che ciascun modello di base può essere riutilizzato in innumerevoli sistemi di IA a valle o in sistemi di IA per finalità generali. Questi modelli rivestono un'importanza crescente per molte applicazioni e molti sistemi a valle.

**Emendamento 100**

**Proposta di regolamento Considerando 60 septies (nuovo)**

*Testo della Commissione Emendamento*

(60 septies) Nel caso dei modelli di base forniti come servizio, ad esempio attraverso l'accesso API, la cooperazione con i fornitori a valle dovrebbe estendersi per tutto il periodo in cui tale servizio è fornito e supportato, al fine di consentire un'adeguata attenuazione dei rischi, a meno che il fornitore del modello di base non trasferisca il modello di addestramento nonché informazioni ampie e adeguate sulle serie di dati e sul processo di sviluppo del sistema o limiti il servizio, come l'accesso API, in un modo che consente al fornitore a valle di conformarsi pienamente al presente regolamento senza ulteriore sostegno da parte del fornitore originario del modello di base.

**Emendamento 101 Proposta di regolamento**

**Considerando 16 octies (nuovo)**

*Testo della Commissione Emendamento*

(60 octies) Alla luce della natura e della complessità della catena del valore dei sistemi di IA, è essenziale chiarire il ruolo degli attori che contribuiscono allo sviluppo dei sistemi di IA. Vi è grande incertezza in merito all'evoluzione futura dei modelli di base, sia in termini di tipologia dei modelli sia in termini di autogoverno. È pertanto essenziale chiarire la situazione giuridica dei fornitori di modelli di base. Unitamente alla loro complessità e al loro impatto inatteso, alla mancanza di controllo da parte del fornitore di IA a valle sullo sviluppo del modello di base e al conseguente squilibrio di potere, nonché al fine di garantire un'equa ripartizione delle responsabilità lungo la catena del

valore dell'IA, tali modelli dovrebbero essere soggetti a requisiti e obblighi proporzionati e più specifici a norma del presente regolamento. In particolare, i modelli di base dovrebbero valutare e attenuare i possibili rischi e danni attraverso una progettazione, prove e un'analisi adeguate, dovrebbero attuare misure di governance dei dati, compresa la valutazione delle distorsioni, dovrebbero rispettare i requisiti tecnici di progettazione onde assicurare livelli adeguati di prestazioni, prevedibilità, interpretabilità, correggibilità, sicurezza e cibersicurezza, e dovrebbero rispettare le norme ambientali. Tali obblighi dovrebbero essere accompagnati da norme. Inoltre, i modelli di base dovrebbero essere soggetti a obblighi di informazione e preparare tutta la documentazione tecnica necessaria affinché i potenziali fornitori a valle siano in grado di adempiere i loro obblighi a norma del presente regolamento. I modelli di base generativi dovrebbero garantire trasparenza quanto al fatto che i contenuti sono generati da un sistema di IA e non da un essere umano. Tali requisiti e obblighi specifici non equivalgono a considerare i modelli di base come sistemi di IA ad alto rischio, ma dovrebbero garantire il conseguimento degli obiettivi del presente regolamento di assicurare un elevato livello di protezione dei diritti fondamentali, della salute e della sicurezza, dell'ambiente, della democrazia e dello Stato di diritto. I modelli preaddestrati sviluppati per un insieme più ristretto, meno generale e più limitato di applicazioni che non possono essere adattate a un'ampia gamma di compiti, come i semplici sistemi di IA multifunzionali, non dovrebbero essere considerati modelli di base ai fini del presente regolamento alla luce della loro maggiore interpretabilità, che rende il loro comportamento meno imprevedibile.

**Emendamento 102**

**Proposta di regolamento Considerando 60 nonies (nuovo)**

*Testo della Commissione Emendamento*

(60 nonies) In considerazione della natura dei modelli di base, vi è una mancanza di competenze per quanto riguarda la valutazione della conformità e i metodi di audit da parte di terzi sono ancora in fase di sviluppo. Il settore stesso sta quindi sviluppando nuove modalità di valutazione dei modelli di base che soddisfano in parte l'obiettivo di audit (come la valutazione dei modelli, le simulazioni di attacchi informatici o le tecniche di verifica e convalida dell'apprendimento automatico). Tali valutazioni interne dei modelli di base dovrebbero essere ampiamente applicabili (ad esempio indipendentemente dai canali di distribuzione, dalla modalità e dai metodi di sviluppo) al fine di affrontare i rischi specifici per tali modelli tenendo conto delle pratiche più avanzate del settore e concentrarsi sullo sviluppo di una comprensione tecnica e controllo del modello sufficienti, sulla gestione dei rischi ragionevolmente prevedibili nonché su un'analisi e prove approfondite del modello attraverso misure adeguate, ad esempio con il coinvolgimento di valutatori indipendenti. Poiché i modelli di base sono uno sviluppo nuovo e in rapida evoluzione nel settore dell'intelligenza artificiale, è opportuno che la Commissione e l'ufficio per l'IA monitorino e valutino periodicamente il quadro legislativo e di governance di tali modelli, in particolare per quanto riguarda i sistemi di IA generativi basati su tali modelli, che sollevano interrogativi significativi in merito alla generazione di contenuti in violazione del diritto dell'Unione, alle norme sul diritto d'autore e ai potenziali usi impropri. È opportuno chiarire che il presente regolamento non dovrebbe pregiudicare il

diritto dell'Unione in materia di diritto d'autore e diritti connessi, comprese le direttive 2001/29/CE, 2004/48/CE e (UE) 2019/790 del Parlamento europeo e del Consiglio.

**Emendamento 103**

**Proposta di regolamento Considerando 61**

*Testo della Commissione Emendamento*

1. La normazione dovrebbe svolgere un ruolo fondamentale nel fornire soluzioni tecniche ai fornitori per garantire la conformità al presente regolamento. La conformità alle norme armonizzate quali definite nel regolamento (UE) n. 1025/2012 del Parlamento europeo e del Consiglio***54*** dovrebbe essere un modo per i fornitori di dimostrare la conformità ai requisiti del presente regolamento. ***La Commissione potrebbe tuttavia adottare specifiche tecniche comuni nei settori in cui le*** norme ***armonizzate non esistono oppure sono insufficienti***.
2. La normazione dovrebbe svolgere un ruolo fondamentale nel fornire soluzioni tecniche ai fornitori per garantire la conformità al presente regolamento. La conformità alle norme armonizzate quali definite nel regolamento (UE) n. 1025/2012 del Parlamento europeo e del Consiglio***[1]*** dovrebbe essere un modo per i fornitori di dimostrare la conformità ai requisiti del presente regolamento. ***Per garantire l'efficacia delle*** norme ***quale strumento politico dell'Unione e considerata l'importanza delle norme per assicurare la conformità ai requisiti del presente regolamento e ai fini della competitività delle imprese, è necessario garantire una rappresentanza equilibrata degli interessi coinvolgendo tutte le parti interessate nell'elaborazione delle norme***. ***Il processo di normazione dovrebbe essere trasparente in termini di persone fisiche e giuridiche che vi partecipano.***

54 Regolamento (UE) n. 1025/2012 del Parlamento europeo e del Consiglio, del 25 ottobre 2012, sulla normazione europea, che modifica le direttive 89/686/CEE e 93/15/CEE del Consiglio nonché le direttive 94/9/CE, 94/25/CE, 95/16/CE, 97/23/CE, 98/34/CE, 2004/22/CE,

2007/23/CE, 2009/23/CE e 2009/105/CE

del Parlamento europeo e del Consiglio e che abroga la decisione 87/95/CEE del Consiglio e la decisione n. 1673/2006/CE del Parlamento europeo e del Consiglio

54 Regolamento (UE) n. 1025/2012 del Parlamento europeo e del Consiglio, del 25 ottobre 2012, sulla normazione europea, che modifica le direttive 89/686/CEE e 93/15/CEE del Consiglio nonché le direttive 94/9/CE, 94/25/CE, 95/16/CE, 97/23/CE, 98/34/CE, 2004/22/CE,

2007/23/CE, 2009/23/CE e 2009/105/CE

del Parlamento europeo e del Consiglio e che abroga la decisione 87/95/CEE del Consiglio e la decisione n. 1673/2006/CE del Parlamento europeo e del Consiglio

(GU L 316 del 14.11.2012, pag. 12). (GU L 316 del 14.11.2012, pag. 12).

**Emendamento 104 Proposta di regolamento**

**Considerando 61 bis (nuovo)**

*Testo della Commissione Emendamento*

(61 bis) Al fine di agevolare la conformità, le prime richieste di normazione dovrebbero essere presentate dalla Commissione al più tardi due mesi dopo l'entrata in vigore del presente regolamento. Ciò dovrebbe servire a migliorare la certezza del diritto, promuovendo in tal modo gli investimenti e l'innovazione nell'IA, nonché la competitività e la crescita del mercato dell'Unione, rafforzando nel contempo la governance multipartecipativa che rappresenta tutti i pertinenti portatori di interessi europei, quali l'ufficio per l'IA, le organizzazioni e gli organismi europei di normazione o i gruppi di esperti istituiti a norma del pertinente diritto settoriale dell'Unione, nonché l'industria, le PMI, le start-up, la società civile, i ricercatori e le parti sociali, e dovrebbe infine agevolare la cooperazione globale in materia di normazione nel settore dell'IA in modo coerente con i valori dell'Unione. In sede di elaborazione della richiesta di normazione, la Commissione dovrebbe consultare l'ufficio per l'IA e il forum consultivo per l'IA al fine di ottenere le competenze pertinenti.

**Emendamento 105 Proposta di regolamento**

**Considerando 61 ter (nuovo)**

*Testo della Commissione Emendamento*

(61 ter) Qualora i sistemi di IA siano destinati a essere utilizzati sul posto di lavoro, le norme armonizzate

dovrebbero limitarsi alle specifiche tecniche e alle procedure.

**Emendamento 106**

**Proposta di regolamento Considerando 61 quater (nuovo)**

*Testo della Commissione Emendamento*

(61 quater) La Commissione dovrebbe poter adottare specifiche comuni a determinate condizioni laddove non esista alcuna norma armonizzata pertinente o per affrontare specifiche preoccupazioni in materia di diritti fondamentali.

Durante l'intero processo di elaborazione, la Commissione dovrebbe consultare regolarmente l'ufficio per l'IA e il suo forum consultivo, le organizzazioni e gli organismi europei di normazione o i gruppi di esperti istituiti a norma del pertinente diritto settoriale dell'Unione, nonché i pertinenti portatori di interessi, quali l'industria, le PMI, le start-up, la società civile, i ricercatori e le parti sociali.

**Emendamento 107 Proposta di regolamento**

**Considerando 61 quinquies (nuovo)**

*Testo della Commissione Emendamento*

(61 quinquies)Nell'adottare specifiche comuni, la Commissione dovrebbe adoperarsi ai fini dell'allineamento normativo dell'IA con partner globali che condividono gli stessi principi, il che è fondamentale per promuovere l'innovazione e i partenariati transfrontalieri nel settore dell'IA, in quanto il coordinamento con partner che condividono gli stessi principi in seno agli organismi internazionali di normazione riveste grande importanza.

**Emendamento 108**

**Proposta di regolamento Considerando 62**

*Testo della Commissione Emendamento*

1. Al fine di garantire un elevato livello di affidabilità dei sistemi di IA ad alto rischio, è opportuno sottoporre tali sistemi a una valutazione della conformità prima della loro immissione sul mercato o messa in servizio.

(62) Al fine di garantire un elevato livello di affidabilità dei sistemi di IA ad alto rischio, è opportuno sottoporre tali sistemi a una valutazione della conformità prima della loro immissione sul mercato o messa in servizio. ***Al fine di rafforzare la fiducia nella catena del valore e dare sicurezza alle imprese in merito alle prestazioni dei loro sistemi, i terzi che forniscono componenti di IA possono chiedere volontariamente una valutazione della conformità da parte di terzi.***

**Emendamento 109**

**Proposta di regolamento Considerando 64**

*Testo della Commissione Emendamento*

(64) In considerazione della ***più ampia*** esperienza dei certificatori professionali pre-commercializzazione nel settore della sicurezza dei prodotti e della diversa natura dei rischi connessi, è opportuno limitare, almeno in una fase iniziale di applicazione del presente regolamento, l'ambito di applicazione della valutazione della conformità da parte di terzi ai sistemi di IA ad alto rischio diversi da quelli collegati ai prodotti. È pertanto opportuno che la valutazione della conformità di tali sistemi sia di norma effettuata dal fornitore sotto la propria responsabilità, con la sola eccezione dei sistemi di IA destinati a essere utilizzati per l'identificazione biometrica remota di persone, per i quali è opportuno prevedere il coinvolgimento di un organismo notificato nella valutazione della conformità, nella misura in cui tali

1. In considerazione della ***complessità dei sistemi di IA ad alto rischio e dei rischi ad essi associati, è essenziale sviluppare una capacità più adeguata per l'applicazione della valutazione della conformità da parte di terzi ai sistemi di IA ad alto rischio. Tuttavia, in ragione dell'attuale*** esperienza dei certificatori professionali pre-commercializzazione nel settore della sicurezza dei prodotti e della diversa natura dei rischi connessi, è opportuno limitare, almeno in una fase iniziale di applicazione del presente regolamento, l'ambito di applicazione della valutazione della conformità da parte di terzi ai sistemi di IA ad alto rischio diversi da quelli collegati ai prodotti. È pertanto opportuno che la valutazione della conformità di tali sistemi sia di norma effettuata dal fornitore sotto la propria

sistemi non siano vietati. responsabilità, con la sola eccezione dei sistemi di IA destinati a essere utilizzati per l'identificazione biometrica remota di persone ***o i sistemi di IA destinati a essere utilizzati per dedurre caratteristiche personali di persone fisiche sulla base di dati biometrici o basati su elementi biometrici, inclusi i sistemi di riconoscimento delle emozioni***, per i quali è opportuno prevedere il coinvolgimento di un organismo notificato nella valutazione della conformità, nella misura in cui tali sistemi non siano vietati.

**Emendamento 110**

**Proposta di regolamento Considerando 65**

*Testo della Commissione Emendamento*

1. Ai fini ***della valutazione*** della conformità da parte di terzi ***dei sistemi di IA destinati a essere utilizzati per l'identificazione biometrica remota delle persone***, è opportuno che le autorità nazionali competenti designino organismi notificati a norma del presente regolamento, a condizione che tali organismi soddisfino una serie di requisiti, in particolare in materia di indipendenza, competenza ***e*** assenza di conflitti di interesse.
2. Ai fini ***delle valutazioni*** della conformità da parte di terzi***, laddove richieste***, è opportuno che le autorità nazionali competenti designino organismi notificati a norma del presente regolamento, a condizione che tali organismi soddisfino una serie di requisiti, in particolare in materia di indipendenza, competenza***,*** assenza di conflitti di interesse e ***requisiti minimi di cibersicurezza***. ***Gli Stati membri dovrebbero incoraggiare la designazione di un numero sufficiente di organismi di valutazione della conformità, in modo che la certificazione possa essere realizzata tempestivamente. Le procedure di valutazione, designazione, notifica e monitoraggio degli organismi di valutazione della conformità dovrebbero essere applicate nel modo più uniforme possibile negli Stati membri, al fine di eliminare gli ostacoli amministrativi alle frontiere e garantire la realizzazione del potenziale del mercato interno.***

**Emendamento 111**

**Proposta di regolamento Considerando 65 bis (nuovo)**

*Testo della Commissione Emendamento*

(65 bis) In linea con gli impegni assunti dall'UE nel quadro dell'accordo dell'Organizzazione mondiale del commercio sugli ostacoli tecnici agli scambi, è opportuno massimizzare l'accettazione dei risultati delle prove realizzate dagli organismi di valutazione della conformità competenti, indipendentemente dal luogo in cui siano stabiliti, se necessario per dimostrare il rispetto delle prescrizioni applicabili del regolamento. La Commissione dovrebbe esaminare attivamente eventuali strumenti internazionali a tal fine e, in particolare, perseguire l'eventuale conclusione di accordi di riconoscimento reciproco con paesi che si trovano a un livello di sviluppo tecnico comparabile e che adottano un approccio compatibile in materia di IA e valutazione della conformità.

**Emendamento 112**

**Proposta di regolamento Considerando 66**

*Testo della Commissione Emendamento*

1. In linea con la nozione generalmente riconosciuta di modifica sostanziale dei prodotti disciplinati dalla normativa di armonizzazione dell'Unione, è opportuno che un sistema di IA sia sottoposto a una nuova valutazione della conformità ogniqualvolta intervenga una modifica che possa incidere sulla conformità del sistema al presente regolamento oppure quando viene modificata la finalità prevista del sistema. È inoltre necessario, per quanto riguarda i sistemi di IA che proseguono il loro "apprendimento" dopo essere stati immessi sul mercato o messi in servizio (ossia
2. In linea con la nozione generalmente riconosciuta di modifica sostanziale dei prodotti disciplinati dalla normativa di armonizzazione dell'Unione, è opportuno che un sistema di IA ***ad alto rischio*** sia sottoposto a una nuova valutazione della conformità ogniqualvolta intervenga una modifica ***non pianificata*** che ***va oltre le modifiche controllate o predeterminate da parte del fornitore, incluso l'apprendimento continuo, e che*** possa ***creare un nuovo rischio inaccettabile e*** incidere ***in modo significativo*** sulla conformità del sistema ***di IA ad alto rischio*** al presente

adattano automaticamente le modalità di svolgimento delle funzioni), prevedere regole atte a stabilire che le modifiche apportate all'algoritmo e alle sue prestazioni, predeterminate dal fornitore e valutate al momento della valutazione della conformità, non costituiscano una modifica sostanziale.

regolamento oppure quando viene modificata la finalità prevista del sistema. È inoltre necessario, per quanto riguarda i sistemi di IA che proseguono il loro "apprendimento" dopo essere stati immessi sul mercato o messi in servizio (ossia adattano automaticamente le modalità di svolgimento delle funzioni), prevedere regole atte a stabilire che le modifiche apportate all'algoritmo e alle sue prestazioni, predeterminate dal fornitore e valutate al momento della valutazione della conformità, non costituiscano una modifica sostanziale. ***Lo stesso dovrebbe valere per gli aggiornamenti del sistema di IA per motivi generali di sicurezza e per far fronte all'evoluzione dei rischi di manipolazione del sistema, a condizione che non costituiscano una modifica sostanziale.***

**Emendamento 113**

**Proposta di regolamento Considerando 67**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio dovrebbero recare la marcatura CE per indicare la loro conformità al presente regolamento, in modo da poter circolare liberamente nel mercato interno. Gli Stati membri non dovrebbero ostacolare in maniera ingiustificata l'immissione sul mercato o la messa in servizio di sistemi di IA ad alto rischio che soddisfano i requisiti stabiliti nel presente regolamento e recano la marcatura CE.
2. I sistemi di IA ad alto rischio dovrebbero recare la marcatura CE per indicare la loro conformità al presente regolamento, in modo da poter circolare liberamente nel mercato interno***. Per i sistemi fisici di IA ad alto rischio, dovrebbe essere apposta una marcatura CE fisica, integrabile con una marcatura CE digitale. Per i sistemi esclusivamente digitali di IA ad alto rischio, dovrebbe essere utilizzata una marcatura CE digitale***. Gli Stati membri non dovrebbero ostacolare in maniera ingiustificata l'immissione sul mercato o la messa in servizio di sistemi di IA ad alto rischio che soddisfano i requisiti stabiliti nel presente regolamento e recano la marcatura CE.

**Emendamento 114**

**Proposta di regolamento Considerando 68**

*Testo della Commissione Emendamento*

1. La disponibilità in tempi rapidi di tecnologie innovative può, a determinate condizioni, essere fondamentale per la salute e la sicurezza delle persone e per la società nel suo insieme. È pertanto opportuno che, per motivi eccezionali di ***pubblica sicurezza o di*** tutela della vita e della salute delle persone fisiche nonché ***della proprietà industriale e commerciale***, gli Stati membri possano autorizzare l'immissione sul mercato o la messa in servizio di sistemi di IA che non sono stati sottoposti a una valutazione della conformità.
2. La disponibilità in tempi rapidi di tecnologie innovative può, a determinate condizioni, essere fondamentale per la salute e la sicurezza delle persone***, per l'ambiente e i cambiamenti climatici*** e per la società nel suo insieme. È pertanto opportuno che, per motivi eccezionali di tutela della vita e della salute delle persone fisiche***, dell'ambiente*** nonché ***delle infrastrutture critiche***, gli Stati membri possano autorizzare l'immissione sul mercato o la messa in servizio di sistemi di IA che non sono stati sottoposti a una valutazione della conformità.

**Emendamento 115**

**Proposta di regolamento Considerando 69**

*Testo della Commissione Emendamento*

1. Al fine di agevolare il lavoro della Commissione e degli Stati membri nel settore dell'intelligenza artificiale e di aumentare la trasparenza nei confronti del pubblico, è opportuno che i fornitori di sistemi di IA ad alto rischio diversi da quelli collegati a prodotti che rientrano nell'ambito di applicazione della pertinente normativa di armonizzazione dell'Unione vigente siano tenuti a registrare il loro sistema di IA ad alto rischio in una banca dati dell'UE, che sarà istituita e gestita dalla Commissione. È opportuno che la Commissione sia la titolare del trattamento di tale banca dati conformemente al regolamento (UE) 2018/1725 del Parlamento europeo e del Consiglio***55***. Al fine di garantire la piena funzionalità della banca dati, è opportuno che, al momento dell'attivazione, la procedura per l'istituzione della banca dati preveda l'elaborazione di specifiche funzionali da

(69) Al fine di agevolare il lavoro della Commissione e degli Stati membri nel settore dell'intelligenza artificiale e di aumentare la trasparenza nei confronti del pubblico, è opportuno che i fornitori di sistemi di IA ad alto rischio diversi da quelli collegati a prodotti che rientrano nell'ambito di applicazione della pertinente normativa di armonizzazione dell'Unione vigente siano tenuti a registrare il loro sistema di IA ad alto rischio ***e i loro modelli di base*** in una banca dati dell'UE, che sarà istituita e gestita dalla Commissione***. Tale banca dati dovrebbe essere liberamente e pubblicamente accessibile, facilmente comprensibile e leggibile meccanicamente. La banca dati dovrebbe inoltre essere di facile utilizzo e facilmente navigabile, con funzionalità di ricerca che consentano come minimo al pubblico di cercare nella banca dati specifici sistemi ad alto rischio, luoghi,***

parte della Commissione e una relazione di audit indipendente.

***categorie di rischio di cui all'allegato IV e parole chiave. Anche gli operatori che sono autorità pubbliche o istituzioni, organi e organismi dell'Unione o gli operatori che agiscono per loro conto e gli operatori che sono imprese designate come gatekeeper a norma del regolamento (UE) 2022/1925 dovrebbero registrarsi nella banca dati dell'UE prima di mettere in servizio o utilizzare un sistema di IA ad alto rischio per la prima volta e in seguito a ogni modifica sostanziale. Gli altri operatori dovrebbero essere autorizzati a farlo su base volontaria. Qualsiasi modifica sostanziale dei sistemi di IA ad alto rischio è registrata anche nella banca dati dell'UE***. È opportuno che la Commissione sia la titolare del trattamento di tale banca dati conformemente al regolamento (UE) 2018/1725 del Parlamento europeo e del Consiglio55. Al fine di garantire la piena funzionalità della banca dati, è opportuno che, al momento dell'attivazione, la procedura per l'istituzione della banca dati preveda l'elaborazione di specifiche funzionali da parte della Commissione e una relazione di audit indipendente. ***Nello svolgimento dei suoi compiti di titolare del trattamento dei dati nella banca dati dell'UE, la Commissione dovrebbe tenere conto della cibersicurezza e dei rischi connessi al rischio. Onde massimizzare la disponibilità e l'uso della banca dati da parte del pubblico, la banca dati, comprese le informazioni ivi messe a disposizione, dovrebbe essere conforme ai requisiti della direttiva (UE) 2019/882.***

55 Regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio, del 27 aprile 2016, relativo alla protezione delle persone fisiche con riguardo al trattamento dei dati personali, nonché alla libera circolazione di tali dati e che abroga la direttiva 95/46/CE (regolamento generale sulla protezione dei dati) (GU L 119 del 4.5.2016, pag. 1).

55 Regolamento (UE) 2016/679 del Parlamento europeo e del Consiglio, del 27 aprile 2016, relativo alla protezione delle persone fisiche con riguardo al trattamento dei dati personali, nonché alla libera circolazione di tali dati e che abroga la direttiva 95/46/CE (regolamento generale sulla protezione dei dati) (GU L 119 del 4.5.2016, pag. 1).

**Emendamento 116**

**Proposta di regolamento Considerando 71**

*Testo della Commissione Emendamento*

(71) L'intelligenza artificiale è una famiglia di tecnologie in rapida evoluzione che richiede ***nuove forme di*** sorveglianza regolamentare e uno spazio sicuro per la sperimentazione, garantendo nel contempo un'innovazione responsabile e l'integrazione di tutele adeguate e di misure di attenuazione dei rischi. Al fine di garantire un quadro giuridico ***favorevole all'innovazione***, adeguato alle esigenze future e resiliente alle perturbazioni, ***è opportuno incoraggiare le autorità nazionali competenti di uno o più*** Stati membri ***a*** istituire ***spazi*** di sperimentazione normativa in materia di intelligenza artificiale per agevolare lo sviluppo e le prove di sistemi di IA innovativi, sotto una rigorosa sorveglianza regolamentare, prima che tali sistemi siano immessi sul mercato o altrimenti messi in servizio.

1. L'intelligenza artificiale è una famiglia di tecnologie in rapida evoluzione che richiede sorveglianza regolamentare e uno spazio sicuro ***e controllato*** per la sperimentazione, garantendo nel contempo un'innovazione responsabile e l'integrazione di tutele adeguate e di misure di attenuazione dei rischi. Al fine di garantire un quadro giuridico ***che promuove l'innovazione***, adeguato alle esigenze future e resiliente alle perturbazioni, ***gli*** Stati membri ***dovrebbero*** istituire ***almeno uno spazio*** di sperimentazione normativa in materia di intelligenza artificiale per agevolare lo sviluppo e le prove di sistemi di IA innovativi, sotto una rigorosa sorveglianza regolamentare, prima che tali sistemi siano immessi sul mercato o altrimenti messi in servizio. ***È infatti auspicabile che, come prossimo passo, sia resa obbligatoria, mediante criteri stabiliti, la creazione di spazi di sperimentazione normativa, la cui istituzione è attualmente a discrezione degli Stati membri. Tale spazio di sperimentazione obbligatorio potrebbe essere istituito anche congiuntamente a uno o più altri Stati membri, purché tale spazio di sperimentazione copra il rispettivo livello nazionale degli Stati membri interessati. Possono altresì essere istituiti ulteriori spazi di sperimentazione a diversi livelli, anche tra gli Stati membri, al fine di agevolare la cooperazione e le sinergie transfrontaliere. Ad eccezione dello spazio di sperimentazione obbligatorio a livello nazionale, gli Stati membri dovrebbero poter istituire anche spazi di sperimentazione virtuali o ibridi. Tutti gli spazi di sperimentazione normativa dovrebbero essere in grado di accogliere prodotti sia fisici che virtuali. Le autorità***

costituenti dovrebbero altresì garantire che gli spazi di sperimentazione normativa dispongano delle risorse finanziarie e umane adeguate per il loro funzionamento.

**Emendamento 117**

**Proposta di regolamento Considerando 72**

*Testo della Commissione Emendamento*

1. Gli obiettivi degli spazi di sperimentazione normativa dovrebbero essere ***la promozione dell'innovazione in materia di IA, mediante la creazione di un ambiente controllato di sperimentazione e prova nella fase di sviluppo e pre- commercializzazione al fine di garantire la conformità dei*** sistemi di IA ***innovativi*** al presente regolamento ***e*** ad altre normative ***pertinenti*** dell'Unione e degli Stati membri***, e il rafforzamento della*** certezza del diritto ***per gli innovatori e della sorveglianza e della comprensione da parte delle*** autorità ***competenti delle opportunità, dei rischi emergenti e degli impatti dell'uso dell'IA, nonché l'accelerazione dell'accesso ai mercati, anche mediante l'eliminazione degli ostacoli per le piccole e medie imprese (PMI) e le start-up***. Al fine di garantire un'attuazione uniforme in tutta l'Unione ed economie di scala, è opportuno stabilire regole comuni per l'attuazione degli spazi di sperimentazione normativa e un quadro per la cooperazione tra le autorità competenti coinvolte nel controllo degli spazi di sperimentazione. ***Il presente regolamento dovrebbe fornire la base giuridica per l'utilizzo dei dati personali raccolti per altre finalità ai fini dello sviluppo di determinati sistemi di IA di interesse pubblico nell'ambito dello spazio di sperimentazione normativa per l'IA, in linea con l'articolo 6, paragrafo 4, del regolamento (UE) 2016/679, e con l'articolo 6 del regolamento (UE)***
2. Gli obiettivi degli spazi di sperimentazione normativa dovrebbero essere***: per quanto riguarda le autorità costituenti, migliorare la loro comprensione degli sviluppi tecnici, migliorare i metodi di controllo e fornire orientamenti agli sviluppatori e ai fornitori di*** sistemi di IA ***al fine di conseguire la conformità normativa*** al presente regolamento ***o, se del caso,*** ad altre normative ***applicabili*** dell'Unione e degli Stati membri***, nonché alla Carta dei diritti fondamentali; per quanto riguarda i potenziali fornitori, consentire e agevolare le prove e lo sviluppo di soluzioni innovative relative ai sistemi di IA nella fase di pre-commercializzazione, al fine di rafforzare la*** certezza del diritto***, consentire un maggiore apprendimento normativo istituendo*** autorità ***in un ambiente controllato per sviluppare orientamenti migliori e individuare possibili miglioramenti futuri del quadro giuridico attraverso la procedura legislativa ordinaria. Qualsiasi rischio significativo individuato durante lo sviluppo e le prove di tali sistemi di IA dovrebbe comportare l'adozione di immediate misure di attenuazione e, in mancanza di ciò, la sospensione del processo di sviluppo e di prova fino a che tali rischi non risultino attenuati***. Al fine di garantire un'attuazione uniforme in tutta l'Unione ed economie di scala, è opportuno stabilire regole comuni per l'attuazione degli spazi di sperimentazione normativa e

2018/1725, e fatto salvo l'articolo 4, paragrafo 2, della direttiva (UE) 2016/680. I partecipanti allo spazio di sperimentazione dovrebbero fornire garanzie adeguate e cooperare con le autorità competenti, anche seguendo i loro orientamenti e agendo rapidamente e in buona fede per attenuare eventuali rischi elevati per la sicurezza e i diritti fondamentali che possono emergere durante lo sviluppo e la sperimentazione nello spazio sopraindicato. È opportuno che le autorità competenti, nel decidere se infliggere una sanzione amministrativa pecuniaria a norma dell'articolo 83, paragrafo 2, del regolamento 2016/679 e dell'articolo 57 della direttiva 2016/680, tengano conto della condotta dei partecipanti allo spazio di sperimentazione.

un quadro per la cooperazione tra le autorità competenti coinvolte nel controllo degli spazi di sperimentazione. ***Gli Stati membri*** dovrebbero ***garantire che gli spazi di sperimentazione normativa siano ampiamente disponibili in tutta l'Unione, mentre la partecipazione dovrebbe rimanere volontaria. È particolarmente importante garantire che le PMI e le start- up possano accedere facilmente a questi spazi di sperimentazione normativa, siano attivamente coinvolte e partecipino allo*** sviluppo e ***alle prove di sistemi di IA innovativi per poter contribuire con il loro bagaglio di know-how ed esperienza***.

**Emendamento 118**

**Proposta di regolamento Considerando 72 bis (nuovo)**

*Testo della Commissione Emendamento*

(72 bis) Il presente regolamento dovrebbe fornire la base giuridica per l'utilizzo dei dati personali raccolti per altre finalità ai fini dello sviluppo di determinati sistemi di IA di interesse pubblico nell'ambito dello spazio di sperimentazione normativa per l'IA, esclusivamente a determinate condizioni e in linea con l'articolo 6, paragrafo 4, del regolamento (UE) 2016/679, e con l'articolo 6 del regolamento (UE) 2018/1725, e fatto salvo l'articolo 4, paragrafo 2, della direttiva (UE) 2016/680. I potenziali fornitori nello spazio di sperimentazione dovrebbero fornire garanzie adeguate e cooperare con le autorità competenti, anche seguendo i loro orientamenti e agendo rapidamente e in buona fede per attenuare eventuali rischi elevati per la sicurezza, la salute, l'ambiente e i diritti fondamentali che

possono emergere durante lo sviluppo e la sperimentazione nello spazio sopraindicato. È opportuno che, nel decidere se sospendere in maniera temporanea o permanente la loro partecipazione allo spazio di sperimentazione o se infliggere una sanzione amministrativa pecuniaria a norma dell'articolo 83, paragrafo 2, del regolamento 2016/679 e dell'articolo 57 della direttiva 2016/680, le autorità competenti tengano conto della condotta dei potenziali fornitori nello spazio di sperimentazione.

**Emendamento 119**

**Proposta di regolamento Considerando 72 ter (nuovo)**

*Testo della Commissione Emendamento*

(72 ter) Per garantire che l'intelligenza artificiale determini risultati vantaggiosi dal punto di vista sociale e ambientale, gli Stati membri dovrebbero sostenere e promuovere la ricerca e lo sviluppo dell'IA a sostegno di risultati vantaggiosi dal punto di vista sociale e ambientale, assegnando risorse sufficienti, compresi i finanziamenti pubblici e dell'Unione, e concedendo accesso prioritario agli spazi di sperimentazione normativa per i progetti guidati dalla società civile. Tali progetti dovrebbero basarsi sul principio della cooperazione interdisciplinare tra sviluppatori dell'IA, esperti in materia di disuguaglianza e non discriminazione, accessibilità e diritti ambientali, digitali e dei consumatori, nonché personalità accademiche.

**Emendamento 120**

**Proposta di regolamento Considerando 73**

*Testo della Commissione Emendamento*

1. Al fine di promuovere e proteggere l'innovazione, è importante che siano tenuti in particolare considerazione gli interessi dei fornitori di piccole dimensioni e degli utenti di sistemi di IA. È a tal fine opportuno che gli Stati membri sviluppino iniziative destinate a tali operatori, anche in materia di sensibilizzazione e comunicazione delle informazioni. È inoltre opportuno che gli organismi notificati, nel fissare le tariffe per la valutazione della conformità, tengano in considerazione gli interessi e le esigenze specifici dei fornitori di piccole dimensioni. Le spese di traduzione connesse alla documentazione obbligatoria e alla comunicazione con le autorità possono rappresentare un costo significativo per i fornitori e gli altri operatori, in particolare quelli di dimensioni ridotte. Gli Stati membri dovrebbero garantire, se possibile, che una delle lingue da essi indicate e accettate per la documentazione dei fornitori pertinenti e per la comunicazione con gli operatori sia una lingua ampiamente compresa dal maggior numero possibile di utenti transfrontalieri.
2. Al fine di promuovere e proteggere l'innovazione, è importante che siano tenuti in particolare considerazione gli interessi dei fornitori di piccole dimensioni e degli utenti di sistemi di IA. È a tal fine opportuno che gli Stati membri sviluppino iniziative destinate a tali operatori, anche ***relative all'alfabetizzazione*** in materia di ***IA, alla*** sensibilizzazione e ***alla*** comunicazione delle informazioni***. Gli Stati membri dovrebbero utilizzare i canali esistenti e, ove opportuno, istituire nuovi canali dedicati per la comunicazione con le PMI, le start-up, gli utenti e altri innovatori, al fine di fornire orientamenti e rispondere alle domande sull'attuazione del presente regolamento. Tali canali esistenti potrebbero includere, a titolo esemplificativo ma non esaustivo, i gruppi di intervento per la sicurezza informatica in caso di incidente dell'ENISA, le agenzie nazionali per la protezione dei dati, la piattaforma di IA on demand, i poli europei dell'innovazione digitale e altri strumenti pertinenti finanziati dai programmi dell'UE, nonché le strutture di prova e sperimentazione istituiti dalla Commissione e dagli Stati membri a livello nazionale o dell'Unione. Se del caso, tali canali dovrebbero collaborare per creare sinergie e garantire l'omogeneità dei loro orientamenti per le start-up, le PMI e gli utenti***. È inoltre opportuno che gli organismi notificati, nel fissare le tariffe per la valutazione della conformità, tengano in considerazione gli interessi e le esigenze specifici dei fornitori di piccole dimensioni. ***La Commissione valuta periodicamente i costi di certificazione e di conformità per le PMI e le start-up, anche attraverso consultazioni trasparenti con le PMI, le start-up e gli utenti, e collabora con gli Stati membri per ridurre tali costi. Ad esempio,*** le spese di traduzione connesse alla documentazione obbligatoria e alla

comunicazione con le autorità possono rappresentare un costo significativo per i fornitori e gli altri operatori, in particolare quelli di dimensioni ridotte. Gli Stati membri dovrebbero garantire, se possibile, che una delle lingue da essi indicate e accettate per la documentazione dei fornitori pertinenti e per la comunicazione con gli operatori sia una lingua ampiamente compresa dal maggior numero possibile di utenti transfrontalieri. ***Le medie imprese che di recente sono passate dalla categoria delle piccole imprese a quelle delle medie imprese ai sensi dell'allegato della raccomandazione 2003/361/CE (articolo 16) dovrebbero avere accesso a tali iniziative e orientamenti per un periodo di tempo ritenuto opportuno dagli Stati membri, in quanto a volte queste nuove imprese di medie dimensioni potrebbero non disporre delle risorse giuridiche e della formazione necessarie per garantire una corretta comprensione e la conformità alle disposizioni.***

**Emendamento 121**

**Proposta di regolamento Considerando 74**

*Testo della Commissione Emendamento*

1. Al fine di ridurre al minimo i rischi per l'attuazione derivanti dalla mancanza di conoscenze e competenze sul mercato, nonché per agevolare il rispetto, da parte dei fornitori e degli organismi notificati, degli obblighi loro imposti dal presente regolamento, è opportuno che la piattaforma di IA on demand, i poli europei dell'innovazione digitale e le strutture di prova e sperimentazione istituiti dalla Commissione e dagli Stati membri a livello nazionale o dell'UE contribuiscano***, se possibile,*** all'attuazione del presente regolamento. Nell'ambito delle rispettive missioni e dei rispettivi settori di

(74) Al fine di ridurre al minimo i rischi per l'attuazione derivanti dalla mancanza di conoscenze e competenze sul mercato, nonché per agevolare il rispetto, da parte dei fornitori e degli organismi notificati, degli obblighi loro imposti dal presente regolamento, è opportuno che la piattaforma di IA on demand, i poli europei dell'innovazione digitale e le strutture di prova e sperimentazione istituiti dalla Commissione e dagli Stati membri a livello nazionale o dell'UE contribuiscano all'attuazione del presente regolamento. Nell'ambito delle rispettive missioni e dei rispettivi settori di competenza essi

competenza essi possono fornire, in particolare, sostegno tecnico e scientifico ai fornitori e agli organismi notificati.

possono fornire, in particolare, sostegno tecnico e scientifico ai fornitori e agli organismi notificati.

**Emendamento 122**

**Proposta di regolamento Considerando 76**

*Testo della Commissione Emendamento*

(76) Al fine di ***facilitare*** un'attuazione ***agevole,*** efficace e armonizzata del presente regolamento, è opportuno istituire un ***comitato europeo*** per l'intelligenza artificiale. ***Il comitato*** dovrebbe essere responsabile di una serie di compiti consultivi, tra cui l'emanazione di pareri, raccomandazioni, consulenze o orientamenti su questioni relative all'attuazione del presente regolamento***, comprese le specifiche tecniche o le norme esistenti per quanto riguarda i requisiti stabiliti nel*** presente regolamento***, e la fornitura di consulenza e assistenza alla Commissione su questioni specifiche connesse all'intelligenza artificiale***.

1. Al fine di ***evitare la frammentazione, assicurare il funzionamento ottimale del mercato unico, garantire*** un'attuazione efficace e armonizzata del presente regolamento***, conseguire un elevato livello di affidabilità e di protezione della salute, della sicurezza, dei diritti fondamentali, dell'ambiente, della democrazia e dello Stato di diritto in tutta l'Unione per quanto concerne i sistemi di IA, sostenere attivamente le autorità nazionali di controllo e le istituzioni, gli organi e gli organismi dell'Unione nelle questioni attinenti al presente regolamento e accrescere l'adozione dell'intelligenza artificiale in tutta l'Unione,*** è opportuno istituire un ***ufficio dell'Unione europea*** per l'intelligenza artificiale. ***L'ufficio per l'IA*** dovrebbe ***avere personalità giuridica, agire in piena indipendenza,*** essere responsabile di una serie di compiti consultivi ***e di coordinamento***, tra cui l'emanazione di pareri, raccomandazioni, consulenze o orientamenti su questioni relative all'attuazione del presente regolamento ***e dovrebbe essere dotata di risorse finanziarie e umane adeguate. Gli Stati membri dovrebbero fornire l'orientamento e il controllo strategici dell'ufficio per l'IA tramite il consiglio di amministrazione di detto ufficio, unitamente alla Commissione, al GEPD, alla FRA e all'ENISA. Un direttore esecutivo dovrebbe essere responsabile della gestione delle attività della segreteria dell'ufficio per l'IA e della rappresentanza di quest'ultimo. I portatori di interessi***

dovrebbero formalmente partecipare all'attività dell'ufficio per l'IA tramite un forum consultivo, che dovrebbe garantire una rappresentanza varia ed equilibrata dei portatori di interessi e fornire consulenza all'ufficio per l'IA sulle questioni attinenti al presente regolamento. Qualora l'istituzione dell'ufficio per l'IA non si riveli sufficiente a garantire un'applicazione pienamente coerente del presente regolamento a livello dell'Unione nonché misure di esecuzione transfrontaliere efficienti, dovrebbe essere presa in considerazione la creazione di un'agenzia per l'IA.

**Emendamento 123**

**Proposta di regolamento Considerando 77**

*Testo della Commissione Emendamento*

1. ***Gli Stati membri svolgono un ruolo chiave nell'applicare il presente regolamento e nel garantirne il rispetto. A tale riguardo,*** è opportuno che ciascuno Stato membro designi ***una o più*** autorità ***nazionali competenti*** al fine di controllare l'applicazione e l'attuazione del presente regolamento. Al fine di incrementare l'efficienza organizzativa da parte degli Stati membri e di istituire un punto di contatto ufficiale nei confronti del pubblico e di altre controparti sia a livello di Stati membri sia a livello di Unione***, è opportuno che in ciascuno Stato membro sia designata come*** autorità nazionale di controllo ***un'autorità nazionale***.
2. È opportuno che ciascuno Stato membro designi ***un'autorità nazionale di controllo*** al fine di controllare l'applicazione e l'attuazione del presente regolamento***. Essa dovrebbe rappresentare anche il proprio Stato membro in seno al consiglio di amministrazione dell'ufficio per l'IA***. Al fine di incrementare l'efficienza organizzativa da parte degli Stati membri e di istituire un punto di contatto ufficiale nei confronti del pubblico e di altre controparti sia a livello di Stati membri sia a livello di Unione***. Ogni*** autorità nazionale di controllo ***dovrebbe agire in piena indipendenza nell'adempimento dei propri compiti e nell'esercizio dei propri poteri conformemente al presente regolamento***.

**Emendamento 124**

**Proposta di regolamento Considerando 77 bis (nuovo)**

*Testo della Commissione Emendamento*

(77 bis) Le autorità nazionali di controllo dovrebbero sorvegliare l'applicazione delle disposizioni a norma del presente regolamento e contribuire alla loro coerente applicazione in tutta l'Unione. A tal fine, le autorità nazionali di controllo dovrebbero cooperare tra loro, con le pertinenti autorità nazionali competenti, con la Commissione e con l'ufficio per l'IA.

**Emendamento 125 Proposta di regolamento**

**Considerando 77 ter (nuovo)**

*Testo della Commissione Emendamento*

(77 ter) I membri o il personale di ogni autorità nazionale di controllo dovrebbero essere tenuti, in virtù del diritto dell'Unione o nazionale, al segreto professionale in merito alle informazioni riservate cui hanno avuto accesso nell'esecuzione dei loro compiti o nell'esercizio dei loro poteri, sia durante che dopo il mandato. Per tutta la durata del loro mandato, tale obbligo del segreto professionale si dovrebbe applicare in particolare ai segreti commerciali e alle segnalazioni da parte di persone fisiche di violazioni del presente regolamento.

**Emendamento 126**

**Proposta di regolamento Considerando 78**

*Testo della Commissione Emendamento*

1. Al fine di garantire che i fornitori di sistemi di IA ad alto rischio possano tenere in considerazione l'esperienza sull'uso di sistemi di IA ad alto rischio per migliorare i loro sistemi e il processo di progettazione
2. Al fine di garantire che i fornitori di sistemi di IA ad alto rischio possano tenere in considerazione l'esperienza sull'uso di sistemi di IA ad alto rischio per migliorare i loro sistemi e il processo di progettazione

e sviluppo o possano adottare tempestivamente eventuali misure correttive, è opportuno che tutti i fornitori dispongano di un sistema di monitoraggio successivo all'immissione sul mercato. Tale sistema è altresì fondamentale per garantire che i possibili rischi derivanti dai sistemi di IA che proseguono il loro "apprendimento" dopo essere stati immessi sul mercato o messi in servizio possano essere affrontati in modo più efficiente e tempestivo. I fornitori dovrebbero anche essere tenuti, in tale contesto, a predisporre un sistema per segnalare alle autorità competenti eventuali incidenti gravi o violazioni della normativa nazionale e dell'Unione che tutela i diritti fondamentali derivanti dall'uso dei loro sistemi di IA.

e sviluppo o possano adottare tempestivamente eventuali misure correttive, è opportuno che tutti i fornitori dispongano di un sistema di monitoraggio successivo all'immissione sul mercato. Tale sistema è altresì fondamentale per garantire che i possibili rischi derivanti dai sistemi di IA che proseguono il loro "apprendimento" ***o che evolvono*** dopo essere stati immessi sul mercato o messi in servizio possano essere affrontati in modo più efficiente e tempestivo. I fornitori dovrebbero anche essere tenuti, in tale contesto, a predisporre un sistema per segnalare alle autorità competenti eventuali incidenti gravi o violazioni della normativa nazionale e dell'Unione***, anche quella*** che tutela i diritti fondamentali ***e i diritti dei consumatori*** derivanti dall'uso dei loro sistemi di IA***, e adottare le misure correttive appropriate***. ***I fornitori dovrebbero inoltre segnalare alle autorità competenti eventuali incidenti gravi o violazioni della normativa nazionale e dell'Unione derivanti dall'uso dei loro sistemi di IA quando vengono a conoscenza di tali incidenti gravi o violazioni.***

**Emendamento 127**

**Proposta di regolamento Considerando 79**

*Testo della Commissione Emendamento*

1. Al fine di garantire un'applicazione adeguata ed efficace dei requisiti e degli obblighi stabiliti dal presente regolamento, che costituisce la normativa di armonizzazione dell'Unione, è opportuno che si applichi nella sua interezza il sistema di vigilanza del mercato e di conformità dei prodotti istituito dal regolamento (UE) 2019/1020. Ove necessario per il loro mandato, è opportuno che le autorità o gli organismi pubblici nazionali che controllano l'applicazione della normativa dell'Unione che tutela i diritti
2. Al fine di garantire un'applicazione adeguata ed efficace dei requisiti e degli obblighi stabiliti dal presente regolamento, che costituisce la normativa di armonizzazione dell'Unione, è opportuno che si applichi nella sua interezza il sistema di vigilanza del mercato e di conformità dei prodotti istituito dal regolamento (UE) 2019/1020. ***Ai fini del presente regolamento, le autorità nazionali di controllo dovrebbero agire in qualità di autorità di vigilanza del mercato per i sistemi di IA contemplati dal presente***

fondamentali, compresi gli organismi per la parità, abbiano altresì accesso alla documentazione creata a norma del presente regolamento.

regolamento, ad eccezione dei sistemi di IA di cui all'allegato II del presente regolamento. Per i sistemi di IA contemplati dagli atti giuridici di cui all'allegato II, le autorità competenti a norma di tali atti giuridici dovrebbero rimanere l'autorità capofila. Le autorità nazionali di controllo e le autorità competenti indicate negli atti giuridici di cui all'allegato II dovrebbero collaborare ogniqualvolta necessario. Se del caso, le autorità competenti degli atti giuridici di cui all'allegato II dovrebbero inviare personale competente all'autorità nazionale di controllo per assisterla nello svolgimento dei suoi compiti. Ai fini del presente regolamento, le autorità nazionali di controllo dovrebbero avere gli stessi poteri e obblighi delle autorità di vigilanza del mercato ai sensi del regolamento (UE) 2019/1020. Ove necessario per il loro mandato, è opportuno che le autorità o gli organismi pubblici nazionali che controllano l'applicazione della normativa dell'Unione che tutela i diritti fondamentali, compresi gli organismi per la parità, abbiano altresì accesso alla documentazione creata a norma del presente regolamento. Dopo aver esaurito tutti gli altri modi ragionevoli per valutare/verificare la conformità e su richiesta motivata, l'autorità nazionale di controllo dovrebbe avere accesso ai set di dati di addestramento, convalida e prova, al modello addestrato e di addestramento del sistema di IA ad alto rischio, compresi i pertinenti parametri del modello, e al relativo ambiente di esecuzione/funzionamento. Nei casi di sistemi software più semplici che rientrano nell'ambito di applicazione del presente regolamento e che non si basano su modelli addestrati, e qualora siano stati esauriti tutti gli altri modi per verificare la conformità, l'autorità nazionale di controllo può, in via eccezionale, avere accesso al codice sorgente, su richiesta motivata. Qualora all'autorità nazionale di controllo sia stato concesso l'accesso ai set di dati di addestramento, convalida e

prova conformemente al presente regolamento, tale accesso dovrebbe essere effettuato mediante mezzi e strumenti tecnici adeguati, compreso l'accesso in loco e, in circostanze eccezionali, l'accesso remoto. L'autorità nazionale di controllo dovrebbe trattare tutte le informazioni ottenute, compresi il codice sorgente, il software e i dati, a seconda dei casi, come informazioni riservate e rispettare la pertinente normativa dell'Unione in materia di protezione della proprietà intellettuale e dei segreti commerciali. L'autorità nazionale di controllo dovrebbe cancellare tutte le informazioni ottenute al termine dell'indagine.

**Emendamento 128**

**Proposta di regolamento Considerando 80**

*Testo della Commissione Emendamento*

1. La ***legislazione*** dell'Unione in materia di servizi finanziari comprende regole e requisiti in materia di governance interna e di gestione dei rischi che sono applicabili agli istituti finanziari regolamentati durante la fornitura di tali servizi, anche quando si avvalgono di sistemi di IA. Al fine di garantire la coerenza dell'applicazione e dell'attuazione degli obblighi previsti dal presente regolamento e delle regole e dei requisiti pertinenti della normativa dell'Unione in materia di servizi finanziari, è opportuno che le autorità responsabili del controllo e dell'applicazione della normativa in materia di servizi finanziari, compresa, se del caso, la Banca centrale europea, siano designate come autorità competenti ai fini del controllo dell'attuazione del presente regolamento, anche in relazione alle attività di vigilanza del mercato, per quanto riguarda i sistemi di IA forniti o utilizzati da istituti finanziari regolamentati e sottoposti a vigilanza. Per migliorare

(80) La ***normativa*** dell'Unione in materia di servizi finanziari comprende regole e requisiti in materia di governance interna e di gestione dei rischi che sono applicabili agli istituti finanziari regolamentati durante la fornitura di tali servizi, anche quando si avvalgono di sistemi di IA. Al fine di garantire la coerenza dell'applicazione e dell'attuazione degli obblighi previsti dal presente regolamento e delle regole e dei requisiti pertinenti della normativa dell'Unione in materia di servizi finanziari, è opportuno che le autorità ***competenti*** responsabili del controllo e dell'applicazione della normativa in materia di servizi finanziari, compresa, se del caso, la Banca centrale europea, siano designate come autorità competenti ai fini del controllo dell'attuazione del presente regolamento, anche in relazione alle attività di vigilanza del mercato, per quanto riguarda i sistemi di IA forniti o utilizzati da istituti finanziari regolamentati e sottoposti a vigilanza. Per

ulteriormente la coerenza tra il presente regolamento e le regole applicabili agli enti creditizi disciplinati dalla direttiva 2013/36/UE del Parlamento europeo e del Consiglio56, è altresì opportuno integrare negli obblighi e nelle procedure esistenti a norma di tale direttiva la procedura di valutazione della conformità e alcuni degli obblighi procedurali dei fornitori in materia di gestione dei rischi, monitoraggio successivo alla commercializzazione e documentazione. Al fine di evitare sovrapposizioni, è opportuno prevedere deroghe limitate anche in relazione al sistema di gestione della qualità dei fornitori e all'obbligo di monitoraggio imposto agli ***utenti*** dei sistemi di IA ad alto rischio nella misura in cui si applicano agli enti creditizi disciplinati dalla direttiva 2013/36/UE.

migliorare ulteriormente la coerenza tra il presente regolamento e le regole applicabili agli enti creditizi disciplinati dalla direttiva 2013/36/UE del Parlamento europeo e del Consiglio56, è altresì opportuno integrare negli obblighi e nelle procedure esistenti a norma di tale direttiva la procedura di valutazione della conformità e alcuni degli obblighi procedurali dei fornitori in materia di gestione dei rischi, monitoraggio successivo alla commercializzazione e documentazione. Al fine di evitare sovrapposizioni, è opportuno prevedere deroghe limitate anche in relazione al sistema di gestione della qualità dei fornitori e all'obbligo di monitoraggio imposto agli ***operatori*** dei sistemi di IA ad alto rischio nella misura in cui si applicano agli enti creditizi disciplinati dalla direttiva 2013/36/UE.

56 Direttiva 2013/36/UE del Parlamento europeo e del Consiglio, del 26 giugno 2013, sull'accesso all'attività degli enti creditizi e sulla vigilanza prudenziale sugli enti creditizi e sulle imprese di investimento, che modifica la direttiva 2002/87/CE e abroga le direttive 2006/48/CE e 2006/49/CE (GU L 176 del

27.6.2013, pag. 338).

56 Direttiva 2013/36/UE del Parlamento europeo e del Consiglio, del 26 giugno 2013, sull'accesso all'attività degli enti creditizi e sulla vigilanza prudenziale sugli enti creditizi e sulle imprese di investimento, che modifica la direttiva 2002/87/CE e abroga le direttive 2006/48/CE e 2006/49/CE (GU L 176 del

27.6.2013, pag. 338).

**Emendamento 129**

**Proposta di regolamento Considerando 80 bis (nuovo)**

*Testo della Commissione Emendamento*

(80 bis) Considerati gli obiettivi del presente regolamento, vale a dire garantire un livello equivalente di protezione della salute, della sicurezza e dei diritti fondamentali delle persone fisiche, garantire la protezione dello Stato di diritto e della democrazia e tenuto conto del fatto che l'attenuazione dei rischi dei sistemi di IA contro tali diritti può non essere realizzata in misura

sufficiente a livello nazionale o può essere oggetto di interpretazioni divergenti che potrebbero in ultima analisi portare a un livello disomogeneo di protezione delle persone fisiche e creare frammentazione del mercato, alle autorità nazionale di controllo dovrebbero essere conferito il potere di svolgere indagini congiunte o di avvalersi della procedura di salvaguardia dell'Unione prevista dal presente regolamento per un'applicazione efficace. Le indagini congiunte dovrebbero essere avviate qualora l'autorità nazionale di controllo abbia motivi sufficienti per ritenere che una violazione del presente regolamento costituisca un'infrazione diffusa o un'infrazione diffusa avente una dimensione unionale, o qualora il sistema di IA o il modello di base presenti un rischio che riguarda o possa riguardare almeno 45 milioni di persone in più di uno Stato membro.

**Emendamento 130**

**Proposta di regolamento Considerando 82**

*Testo della Commissione Emendamento*

(82) È importante che i sistemi di IA collegati a prodotti che non sono ad alto rischio in conformità al presente regolamento e che pertanto non sono tenuti a rispettare i requisiti ***ivi*** stabiliti siano comunque sicuri al momento dell'immissione sul mercato o della messa in servizio. Per contribuire a tale obiettivo, sarebbe opportuno applicare come rete di sicurezza la direttiva 2001/95/CE del Parlamento europeo e del Consiglio57.

1. È importante che i sistemi di IA collegati a prodotti che non sono ad alto rischio in conformità al presente regolamento e che pertanto non sono tenuti a rispettare i requisiti stabiliti ***per i sistemi di IA ad alto rischio*** siano comunque sicuri al momento dell'immissione sul mercato o della messa in servizio. Per contribuire a tale obiettivo, sarebbe opportuno applicare come rete di sicurezza la direttiva 2001/95/CE del Parlamento europeo e del Consiglio57.

57 Direttiva 2001/95/CE del Parlamento europeo e del Consiglio, del 3 dicembre 2001, relativa alla sicurezza generale dei prodotti (GU L 11 del 15.1.2002, pag. 4).

57 Direttiva 2001/95/CE del Parlamento europeo e del Consiglio, del 3 dicembre 2001, relativa alla sicurezza generale dei prodotti (GU L 11 del 15.1.2002, pag. 4).

**Emendamento 131**

**Proposta di regolamento Considerando 83**

*Testo della Commissione Emendamento*

1. Al fine di garantire una cooperazione affidabile e costruttiva delle autorità competenti a livello nazionale e dell'Unione, è opportuno che tutte le parti coinvolte nell'applicazione del presente regolamento ***rispettino*** la riservatezza delle informazioni e dei dati ottenuti nell'assolvimento dei loro compiti.
2. Al fine di garantire una cooperazione affidabile e costruttiva delle autorità competenti a livello nazionale e dell'Unione, è opportuno che tutte le parti coinvolte nell'applicazione del presente regolamento ***mirino alla trasparenza e all'apertura rispettando nel contempo*** la riservatezza delle informazioni e dei dati ottenuti nell'assolvimento dei loro compiti***, adottando misure tecniche e organizzative per proteggere la sicurezza e la riservatezza delle informazioni ottenute nell'esercizio delle loro attività, anche per quanto riguarda i diritti di proprietà intellettuale e gli interessi di sicurezza pubblica e nazionale. Se le attività della Commissione, delle autorità nazionali competenti e degli organismi notificati ai sensi del presente regolamento comportano la violazione di diritti di proprietà intellettuale, gli Stati membri dovrebbero prevedere misure e mezzi di ricorso adeguati per garantire l'applicazione dei diritti di proprietà intellettuale in applicazione della direttiva 2004/48/CE.***

**Emendamento 132**

**Proposta di regolamento Considerando 84**

*Testo della Commissione Emendamento*

1. Gli Stati membri dovrebbero adottare tutte le misure necessarie per assicurare l'attuazione delle disposizioni di cui al presente regolamento, anche stabilendo sanzioni effettive, proporzionate e dissuasive in caso di violazione. Per talune violazioni specifiche, ***è opportuno che gli Stati membri tengano*** conto ***dei***
2. ***Il rispetto del presente regolamento dovrebbe essere reso esecutivo mediante l'imposizione di ammende da parte dell'autorità nazionale di controllo nell'ambito dei procedimenti avviati secondo la procedura di cui al presente regolamento.*** Gli Stati membri dovrebbero adottare tutte le misure

***margini*** e ***dei criteri stabiliti nel presente regolamento***. Il Garante europeo della protezione dei dati dovrebbe disporre del potere di infliggere sanzioni pecuniarie alle istituzioni, alle agenzie e agli organismi dell'Unione che rientrano nell'ambito di applicazione del presente regolamento.

necessarie per assicurare l'attuazione delle disposizioni di cui al presente regolamento, anche stabilendo sanzioni effettive, proporzionate e dissuasive in caso di violazione. ***Al fine di rafforzare e armonizzare le sanzioni amministrative in caso di violazione del presente regolamento, è opportuno stabilire limiti massimi per la fissazione delle sanzioni amministrative pecuniarie*** per talune violazioni specifiche***; Nel valutare l'importo delle sanzioni amministrative pecuniarie***, ***le autorità nazionali competenti dovrebbero, in ogni singolo caso, tenere*** conto ***di tutte le circostanze pertinenti della situazione specifica, in particolare, della natura, della gravità e della durata della violazione e delle sue conseguenze e delle dimensioni del fornitore, in particolare se si tratta di una PMI o di una start-up***. Il Garante europeo della protezione dei dati dovrebbe disporre del potere di infliggere sanzioni pecuniarie alle istituzioni, alle agenzie e agli organismi dell'Unione che rientrano nell'ambito di applicazione del presente regolamento. ***Le sanzioni e le spese di contenzioso di cui al presente regolamento non dovrebbero essere soggette a clausole contrattuali o ad altri accordi.***

**Emendamento 133**

**Proposta di regolamento Considerando 84 bis (nuovo)**

*Testo della Commissione Emendamento*

(84 bis) Poiché i diritti e le libertà delle persone fisiche e giuridiche e dei gruppi di persone fisiche possono essere gravemente compromessi dai sistemi di IA, è essenziale che le persone fisiche e giuridiche o i gruppi di persone fisiche abbiano un accesso significativo a meccanismi di segnalazione e di ricorso e abbiano il diritto di accedere a mezzi di ricorso proporzionati ed efficaci. Essi

dovrebbero poter segnalare le violazioni del presente regolamento alla propria autorità nazionale di controllo e avere il diritto di presentare un reclamo contro i fornitori o gli operatori di sistemi di IA. Se del caso, gli operatori dovrebbero prevedere meccanismi interni di reclamo che possano essere utilizzati dalle persone fisiche e giuridiche o dai gruppi di persone fisiche. Fatto salvo ogni altro ricorso amministrativo o extragiudiziale, le persone fisiche e giuridiche e i gruppi di persone fisiche dovrebbero avere il diritto anche a un ricorso giurisdizionale effettivo nei confronti di una decisione giuridicamente vincolante di un'autorità nazionale di controllo che li riguarda o, qualora l'autorità nazionale di controllo non tratti un reclamo, non informi il ricorrente dello stato o dell'esito preliminare del reclamo presentato o non adempia all'obbligo di adottare una decisione definitiva in merito al reclamo.

**Emendamento 134**

**Proposta di regolamento Considerando 84 ter (nuovo)**

*Testo della Commissione Emendamento*

(84 ter) Le persone interessate dovrebbero sempre essere informate del fatto che sono soggette all'uso di un sistema di IA ad alto rischio quando gli operatori utilizzano un sistema di IA ad alto rischio per assisterle in un processo decisionale o nel prendere decisioni relative a persone fisiche. Tali informazioni possono costituire una base per consentire alle persone interessate di esercitare il loro diritto a una spiegazione ai sensi del presente regolamento.

Quando gli operatori forniscono una spiegazione alle persone interessate a norma del presente regolamento, essi dovrebbero tenere conto del livello di competenza e conoscenza della persona media o del consumatore medio.

**Emendamento 135**

**Proposta di regolamento Considerando 84 quater (nuovo)**

*Testo della Commissione Emendamento*

(84 quater) La normativa dell'Unione riguardante la protezione degli informatori (direttiva (UE) 2019/1937) si applica pienamente agli accademici, ai progettisti, agli sviluppatori, alle persone che contribuiscono al progetto, ai revisori, ai responsabili di prodotto, agli ingegneri e agli operatori economici che acquisiscono informazioni in merito a violazioni del diritto dell'Unione da parte di un fornitore di sistemi di IA o del suo sistema di IA.

**Emendamento 136**

**Proposta di regolamento Considerando 85**

*Testo della Commissione Emendamento*

1. Al fine di garantire che il quadro normativo possa essere adeguato ove necessario, è opportuno delegare alla Commissione il potere di adottare atti conformemente all'articolo 290 TFUE per modificare ***le tecniche e gli approcci di cui all'allegato I per definire i sistemi di IA,*** la normativa di armonizzazione dell'Unione elencata nell'allegato II, i sistemi di IA ad alto rischio elencati nell'allegato III, le disposizioni relative alla documentazione tecnica di cui all'allegato IV, il contenuto della dichiarazione di conformità UE di cui all'allegato V, le disposizioni relative alle procedure di valutazione della conformità di cui agli allegati VI e VII e le disposizioni che stabiliscono i sistemi di IA ad alto rischio cui dovrebbe applicarsi la procedura di valutazione della conformità sulla base della valutazione del sistema di

(85) Al fine di garantire che il quadro normativo possa essere adeguato ove necessario, è opportuno delegare alla Commissione il potere di adottare atti conformemente all'articolo 290 TFUE per modificare la normativa di armonizzazione dell'Unione elencata nell'allegato II, i sistemi di IA ad alto rischio elencati nell'allegato III, le disposizioni relative alla documentazione tecnica di cui all'allegato IV, il contenuto della dichiarazione di conformità UE di cui all'allegato V, le disposizioni relative alle procedure di valutazione della conformità di cui agli allegati VI e VII e le disposizioni che stabiliscono i sistemi di IA ad alto rischio cui dovrebbe applicarsi la procedura di valutazione della conformità sulla base della valutazione del sistema di gestione della qualità e della valutazione della

gestione della qualità e della valutazione della documentazione tecnica. È di particolare importanza che durante i lavori preparatori la Commissione svolga adeguate consultazioni, anche a livello di esperti, nel rispetto dei principi stabiliti nell'accordo interistituzionale "Legiferare meglio" del 13 aprile 201658. In particolare, al fine di garantire la parità di partecipazione alla preparazione degli atti delegati, il Parlamento europeo e il Consiglio ricevono tutti i documenti contemporaneamente agli esperti degli Stati membri, e i loro esperti hanno sistematicamente accesso alle riunioni dei gruppi di esperti della Commissione incaricati della preparazione di tali atti delegati.

documentazione tecnica. È di particolare importanza che durante i lavori preparatori la Commissione svolga adeguate consultazioni, anche a livello di esperti, nel rispetto dei principi stabiliti nell'accordo interistituzionale "Legiferare meglio" del 13 aprile 201658***. Tali consultazioni dovrebbero prevedere la partecipazione di portatori di interessi selezionati in modo equilibrato, tra cui le organizzazioni dei consumatori, la società civile, le associazioni che rappresentano le persone interessate, i rappresentanti delle imprese di diversi settori e dimensioni nonché ricercatori e scienziati***. In particolare, al fine di garantire la parità di partecipazione alla preparazione degli atti delegati, il Parlamento europeo e il Consiglio ricevono tutti i documenti contemporaneamente agli esperti degli Stati membri, e i loro esperti hanno sistematicamente accesso alle riunioni dei gruppi di esperti della Commissione incaricati della preparazione di tali atti delegati.
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**Emendamento 137 Proposta di regolamento**

**Considerando 85 bis (nuovo)**

*Testo della Commissione Emendamento*

(85 bis) Dati i rapidi sviluppi tecnologici e le competenze tecniche necessarie per effettuare la valutazione dei sistemi di IA ad alto rischio, la Commissione dovrebbe riesaminare periodicamente l'attuazione del presente regolamento, in particolare i sistemi di IA vietati, gli obblighi di trasparenza e l'elenco dei settori e dei casi d'uso ad alto rischio, almeno ogni anno, consultando nel contempo l'ufficio per l'IA e i pertinenti portatori di interessi.

**Emendamento 138**

**Proposta di regolamento Considerando 87 bis (nuovo)**

*Testo della Commissione Emendamento*

(87 bis) Essendo limitate le informazioni affidabili sull'uso delle risorse e dell'energia, sulla produzione di rifiuti e su altri impatti ambientali dei sistemi di IA e della relativa tecnologia TIC, compresi il software, l'hardware e in particolare i centri dati, è opportuno che la Commissione introduca una metodologia adeguata per misurare l'impatto ambientale e l'efficacia del presente regolamento alla luce degli obiettivi ambientali e climatici dell'Unione.

**Emendamento 139**

**Proposta di regolamento Considerando 89**

*Testo della Commissione Emendamento*

(89) Conformemente all'articolo 42, paragrafo 2, del regolamento (UE) 2018/1725, il Garante europeo della protezione dei dati e il comitato europeo per la protezione dei dati sono stati consultati e hanno formulato il loro parere il ***[...]"***,

1. Conformemente all'articolo 42, paragrafo 2, del regolamento (UE) 2018/1725, il Garante europeo della protezione dei dati e il comitato europeo per la protezione dei dati sono stati consultati e hanno formulato il loro parere il ***18 giugno 2021***.

**Emendamento 140**

**Proposta di regolamento Articolo 1 – paragrafo 1 (nuovo)**

*Testo della Commissione Emendamento*

* 1. ***L'obiettivo del presente regolamento è promuovere la diffusione di un'intelligenza artificiale antropocentrica e affidabile e garantire un livello elevato di protezione della***

salute, della sicurezza, dei diritti fondamentali, della democrazia e dello Stato di diritto e dell'ambiente dagli effetti nocivi dei sistemi di intelligenza artificiale nell'Unione, promuovendo nel contempo l'innovazione;

**Emendamento 141**

**Proposta di regolamento**

**Articolo 1 – paragrafo 1 – lettera d**

*Testo della Commissione Emendamento*

d) regole di trasparenza armonizzate per ***i sistemi di IA destinati a interagire con le persone fisiche, i sistemi di riconoscimento delle emozioni, i sistemi di categorizzazione biometrica e i*** sistemi di IA ***utilizzati per generare o manipolare immagini o contenuti audio o video***;

1. regole di trasparenza armonizzate per ***taluni*** sistemi di IA;

**Emendamento 142 Proposta di regolamento**

**Articolo 1 – paragrafo 1 – lettera e**

*Testo della Commissione Emendamento*

1. regole in materia di monitoraggio ***e***

vigilanza del mercato***.***

e) regole in materia di monitoraggio ***del mercato, governance della*** vigilanza del mercato ***e applicazione;***

**Emendamento 143**

**Proposta di regolamento**

**Articolo 1 – paragrafo 1 – lettera e bis (nuova)**

*Testo della Commissione Emendamento*

e bis) misure a sostegno dell'innovazione, con particolare attenzione alle PMI e alle start-up, compresa la creazione di spazi di sperimentazione normativa e misure mirate per ridurre l'onere normativo per le PMI e le start-up;

**Emendamento 144**

**Proposta di regolamento**

**Articolo 1 – paragrafo 1 – lettera e ter (nuova)**

*Testo della Commissione Emendamento*

e ter) regole per l'istituzione e il funzionamento dell'ufficio dell'Unione europea per l'intelligenza artificiale (l'ufficio per l'IA);

**Emendamento 145 Proposta di regolamento**

**Articolo 2 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

b) agli ***utenti dei*** sistemi di IA situati

nell'Unione;

1. agli ***operatori dei*** sistemi di IA ***che hanno il loro luogo di stabilimento o che sono*** situati ***all'interno dell'Unione***;

**Emendamento 146**

**Proposta di regolamento**

**Articolo 2 – paragrafo 1 – lettera c**

*Testo della Commissione Emendamento*

1. ai fornitori e agli ***utenti*** di sistemi di IA situati in un paese terzo, laddove l'output prodotto dal sistema sia utilizzato nell'Unione***.***

c) ai fornitori e agli ***operatori*** di sistemi di IA ***che hanno il loro luogo di stabilimento o che sono*** situati in un paese terzo, laddove ***si applichi il diritto di uno Stato membro in virtù di una normativa internazionale pubblica o*** l'output prodotto dal sistema sia ***destinato a essere*** utilizzato nell'Unione***;***

**Emendamento 147**

**Proposta di regolamento**

**Articolo 2 – paragrafo 1 – lettera c bis (nuova)**

*Testo della Commissione Emendamento*

c bis) ai fornitori che immettono sul mercato o mettono in servizio sistemi di IA di cui all'articolo 5 al di fuori dell'Unione, se il fornitore o il distributore di tali sistemi è situato nell'Unione;

**Emendamento 148 Proposta di regolamento**

**Articolo 2 – paragrafo 1 – lettera c ter (nuova)**

*Testo della Commissione Emendamento*

c ter) agli importatori e ai distributori di sistemi di IA nonché ai rappresentanti autorizzati dei fornitori di sistemi di IA, qualora tali importatori, distributori o rappresentanti autorizzati abbiano la loro sede o siano situati nell'Unione;

**Emendamento 149 Proposta di regolamento**

**Articolo 2 – paragrafo 1 – lettera c quater (nuova)**

*Testo della Commissione Emendamento*

c quater) alle persone interessate, quali definite all'articolo 3, paragrafo 8 bis, che si trovano nell'Unione e sulla salute, la sicurezza o i diritti fondamentali delle quali incide negativamente l'uso di un sistema di IA immesso sul mercato o messo in servizio all'interno dell'Unione.

**Emendamento 150 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

* 1. Solo l'articolo 84 del presente regolamento si applica ai sistemi di IA ad

2. Solo l'articolo 84 del presente regolamento si applica ai sistemi di IA ad

alto rischio che sono componenti di sicurezza di prodotti o sistemi, o che sono essi stessi prodotti o sistemi***, che*** rientrano nell'ambito di applicazione ***dei seguenti atti:***

alto rischio che sono componenti di sicurezza di prodotti o sistemi, o che sono essi stessi prodotti o sistemi ***e*** rientrano nell'ambito di applicazione ***della normativa di armonizzazione di cui all'allegato II - sezione B.***

**Emendamento 151**

**Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera a**

*Testo della Commissione Emendamento*

1. ***regolamento (CE) n. 300/2008; soppresso***

**Emendamento 152 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera b**

*Testo della Commissione Emendamento*

1. ***regolamento (UE) n. 167/2013; soppresso***

**Emendamento 153 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera c**

*Testo della Commissione Emendamento*

1. ***regolamento (UE) n. 168/2013; soppresso***

**Emendamento 154 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera d**

*Testo della Commissione Emendamento*

1. ***direttiva 2014/90/UE; soppresso***

**Emendamento 155**

**Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera e**

*Testo della Commissione Emendamento*

1. ***direttiva (UE) 2016/797; soppresso***

**Emendamento 156 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera f**

*Testo della Commissione Emendamento*

1. ***regolamento (UE) 2018/858; soppresso***

**Emendamento 157 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera g**

*Testo della Commissione Emendamento*

1. ***regolamento (UE) 2018/1139; soppresso***

**Emendamento 158 Proposta di regolamento**

**Articolo 2 – paragrafo 2 – lettera h**

*Testo della Commissione Emendamento*

1. ***regolamento (UE) 2019/2144. soppresso***

**Emendamento 159**

**Proposta di regolamento Articolo 2 – paragrafo 4**

*Testo della Commissione Emendamento*

4. Il presente regolamento non si applica alle autorità pubbliche di un paese terzo né alle organizzazioni internazionali che rientrano nell'ambito di applicazione

4. Il presente regolamento non si applica alle autorità pubbliche di un paese terzo né alle organizzazioni internazionali che rientrano nell'ambito di applicazione

del presente regolamento a norma del paragrafo 1, laddove tali autorità o organizzazioni utilizzino i sistemi di IA nel quadro di accordi internazionali per la cooperazione delle autorità di contrasto e giudiziarie con l'Unione o con uno o più Stati membri***.***

del presente regolamento a norma del paragrafo 1, laddove tali autorità o organizzazioni utilizzino i sistemi di IA nel quadro di accordi internazionali per la cooperazione delle autorità di contrasto e giudiziarie con l'Unione o con uno o più Stati membri ***e siano oggetto di una decisione della Commissione adottata a norma dell'articolo 36 della direttiva (UE) 2016/680 o dell'articolo 45 del regolamento (UE) 2016/679 ("decisione di adeguatezza"), o siano parti di un accordo internazionale concluso tra l'Unione e il paese terzo o l'organizzazione internazionale in questione, a norma dell'articolo 218 TFUE, che prevede garanzie adeguate per quanto riguarda la protezione della vita privata e dei diritti e delle libertà fondamentali delle persone;***

**Emendamento 160**

**Proposta di regolamento**

**Articolo 2 – paragrafo 5 bis (nuovo)**

*Testo della Commissione Emendamento*

5 bis. Il diritto dell'Unione in materia di protezione dei dati personali, della vita privata e della riservatezza delle comunicazioni si applica ai trattamenti di dati personali in relazione ai diritti e agli obblighi stabiliti nel presente regolamento. Il presente regolamento lascia impregiudicati i regolamenti (UE) 2016/679 e (UE) 2018/1725 e le direttive 2002/58/CE e (UE) 2016/680, fatte salve le disposizioni di cui all'articolo 10, paragrafo 5, e all'articolo 54 del presente regolamento.;

**Emendamento 161 Proposta di regolamento**

**Articolo 2 – paragrafo 5 ter (nuovo)**

*Testo della Commissione Emendamento*

5 ter. Il presente regolamento lascia impregiudicate le norme stabilite da altri atti giuridici dell'Unione in materia di protezione dei consumatori e di sicurezza dei prodotti;

**Emendamento 162 Proposta di regolamento**

**Articolo 2 – paragrafo 5 quater (nuovo)**

*Testo della Commissione Emendamento*

5 quater. Il presente regolamento non osta a che gli Stati membri o l'Unione mantengano o introducano disposizioni legislative, regolamentari o amministrative più favorevoli ai lavoratori in termini di tutela dei loro diritti in relazione all'uso dei sistemi di IA da parte dei datori di lavoro, o di incoraggiare o consentire l'applicazione di contratti collettivi più favorevoli ai lavoratori.

**Emendamento 163 Proposta di regolamento**

**Articolo 2 – paragrafo 5 quinquies (nuovo)**

*Testo della Commissione Emendamento*

5 quinquies. Il presente regolamento non si applica alle attività di ricerca, prova e sviluppo relative ai sistemi di IA prima che tali sistemi siano immessi sul mercato o messi in servizio, a condizione che tali attività siano condotte nel rispetto dei diritti fondamentali e della normativa dell'Unione applicabile. La presente esenzione non si applica alle prove in condizioni reali. Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 che chiariscano l'applicazione del presente paragrafo per specificare tale esenzione al

fine di prevenirne gli abusi esistenti e potenziali. L'ufficio per l'IA fornisce orientamenti sulla governance della ricerca e dello sviluppo a norma dell'articolo 56 anche al fine di coordinarne l'applicazione da parte delle autorità nazionali di controllo;

**Emendamento 164**

**Proposta di regolamento**

**Articolo 2 – paragrafo 5 sexies (nuovo)**

*Testo della Commissione Emendamento*

5 sexies. Il presente regolamento non si applica ai componenti di IA forniti in base a licenze gratuite e open source, tranne nella misura in cui sono immessi sul mercato o messi in servizio da un fornitore nell'ambito di un sistema di IA ad alto rischio o di un sistema di IA che rientra nel titolo II o IV. Tale esenzione non si applica ai modelli di base definiti all'articolo 3.

**Emendamento 165**

**Proposta di regolamento Articolo 3 – punto 1**

*Testo della Commissione Emendamento*

1) "sistema di intelligenza artificiale" (sistema di IA): un ***software sviluppato con una o più delle tecniche e degli approcci elencati nell'allegato I,*** che ***può***, per ***una determinata serie di*** obiettivi ***definiti dall'uomo***, generare output quali ***contenuti,*** previsioni, raccomandazioni o decisioni che influenzano gli ambienti ***con cui interagiscono***;

1) "sistema di intelligenza artificiale" (sistema di IA): un ***sistema automatizzato progettato per operare con livelli di autonomia variabili e*** che, per obiettivi ***espliciti o impliciti***, ***può*** generare output quali previsioni, raccomandazioni o decisioni che influenzano gli ambienti ***fisici o virtuali***;

**Emendamento 166**

**Proposta di regolamento Articolo 3 – punto 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis) "rischio": la combinazione della probabilità del verificarsi di un danno e la gravità del danno stesso;

**Emendamento 167 Proposta di regolamento**

**Articolo 3 – punto 1 ter (nuovo)**

*Testo della Commissione Emendamento*

1 ter) "rischio significativo": un rischio che è significativo per la combinazione della sua gravità, intensità, probabilità che si verifichi e della durata dei suoi effetti e della sua capacità di incidere su una persona, su una pluralità di persone o su un particolare gruppo di persone;

**Emendamento 168 Proposta di regolamento**

**Articolo 3 – punto 1 quater (nuovo)**

*Testo della Commissione Emendamento*

1 quater) "modello di base": un modello di sistema di IA addestrato su un'ampia scala di dati, progettato per la generalità dell'output e che può essere adattato a un'ampia gamma di compiti distinti;

**Emendamento 169 Proposta di regolamento**

**Articolo 3 – punto 1 quinquies (nuovo)**

*Testo della Commissione Emendamento*

1 quinquies) "sistema di IA per finalità generali": un sistema di IA che può essere utilizzato e adattato a un'ampia gamma di applicazioni per le quali non è

stato intenzionalmente e specificamente progettato;

**Emendamento 170**

**Proposta di regolamento**

**Articolo 3 – punto 1 sexies (nuovo)**

*Testo della Commissione Emendamento*

1 sexies) "grandi cicli di addestramento": il processo di produzione di un potente modello di IA che richiede risorse informatiche al di sopra di una soglia molto elevata;

**Emendamento 171**

**Proposta di regolamento Articolo 3 – punto 3**

*Testo della Commissione Emendamento*

1. ***"fornitore di piccole dimensioni": un fornitore che è una microimpresa o una piccola impresa ai sensi della raccomandazione 2003/361/CE della Commissione61;***

soppresso

61 Raccomandazione della Commissione, del 6 maggio 2003, relativa alla definizione delle microimprese, piccole e medie imprese (GU L 124 del 20.5.2003, pag. 36).

**Emendamento 172**

**Proposta di regolamento Articolo 3 – punto 4**

*Testo della Commissione Emendamento*

1. ***"utente"***: qualsiasi persona fisica o giuridica, autorità pubblica, agenzia o altro organismo che utilizza un sistema di IA sotto la sua autorità, tranne nel caso in cui

4) ***"operatore"***: qualsiasi persona fisica o giuridica, autorità pubblica, agenzia o altro organismo che utilizza un sistema di IA sotto la sua autorità, tranne

il sistema di IA sia utilizzato nel corso di un'attività personale non professionale;

nel caso in cui il sistema di IA sia utilizzato nel corso di un'attività personale non professionale;

**Emendamento 173**

**Proposta di regolamento Articolo 3 – punto 8**

*Testo della Commissione Emendamento*

8) "operatore": il fornitore, ***l'utente***, il rappresentante autorizzato, l'importatore e il distributore;

8) "operatore": il fornitore, ***l'operatore***, il rappresentante autorizzato, l'importatore e il distributore;

**Emendamento 174**

**Proposta di regolamento Articolo 3 – punto 8 bis (nuovo)**

*Testo della Commissione Emendamento*

8 bis) "persona interessata": una persona fisica o un gruppo di persone che sono soggetti a un sistema di IA o in altro modo interessati;

**Emendamento 175**

**Proposta di regolamento Articolo 3 – punto 11**

*Testo della Commissione Emendamento*

11) "messa in servizio": la fornitura di un sistema di IA direttamente ***all'utente*** per il primo uso o per uso proprio sul mercato dell'Unione per la finalità prevista;

11) "messa in servizio": la fornitura di un sistema di IA direttamente ***all'operatore*** per il primo uso o per uso proprio sul mercato dell'Unione per la finalità prevista;

**Emendamento 176**

**Proposta di regolamento Articolo 3 – punto 13**

*Testo della Commissione Emendamento*

13) "uso improprio ragionevolmente prevedibile": l'uso di un sistema di IA in un modo non conforme alla sua finalità prevista, ma che può derivare da un comportamento umano o da un'interazione con altri sistemi ragionevolmente prevedibile;

1. "uso improprio ragionevolmente prevedibile": l'uso di un sistema di IA in un modo non conforme alla sua finalità prevista ***quale indicata nelle istruzioni per l'uso stabilite dal fornitore***, ma che può derivare da un comportamento umano o da un'interazione con altri sistemi ragionevolmente prevedibile***, compresi altri sistemi di IA***;

**Emendamento 177**

**Proposta di regolamento Articolo 3 – punto 14**

*Testo della Commissione Emendamento*

1. "componente di sicurezza di un prodotto o di un sistema": un componente di un prodotto o di un sistema che svolge una funzione di sicurezza per tale prodotto o sistema o il cui guasto o malfunzionamento mette in pericolo la salute e la sicurezza di persone o beni;
2. "componente di sicurezza di un prodotto o di un sistema": ***conformemente alla normativa di armonizzazione dell'Unione di cui all'allegato II,*** un componente di un prodotto o di un sistema che svolge una funzione di sicurezza per tale prodotto o sistema o il cui guasto o malfunzionamento mette in pericolo la salute e la sicurezza di persone o beni;

**Emendamento 178**

**Proposta di regolamento Articolo 3 – punto 15**

*Testo della Commissione Emendamento*

1. "istruzioni per l'uso": le informazioni comunicate dal fornitore per informare ***l'utente*** in particolare della finalità prevista e dell'uso corretto di un sistema di IA***,*** compreso lo specifico contesto geografico, comportamentale o funzionale all'interno del quale il sistema di IA ad alto rischio è destinato a essere utilizzato;
2. "istruzioni per l'uso": le informazioni comunicate dal fornitore per informare ***l'operatore*** in particolare della finalità prevista e dell'uso corretto di un sistema di IA ***nonché le informazioni sulle eventuali precauzioni da adottare;*** compreso lo specifico contesto geografico, comportamentale o funzionale all'interno del quale il sistema di IA ad alto rischio è destinato a essere utilizzato;

**Emendamento 179**

**Proposta di regolamento Articolo 3 – punto 16**

*Testo della Commissione Emendamento*

1. "richiamo di un sistema di IA": qualsiasi misura volta a ottenere la restituzione al fornitore di un sistema di IA messo a disposizione degli ***utenti***;

16) "richiamo di un sistema di IA": qualsiasi misura volta a ottenere la restituzione al fornitore di un sistema di IA ***che è stato*** messo a disposizione degli ***operatori***;

**Emendamento 180**

**Proposta di regolamento Articolo 3 – punto 20**

*Testo della Commissione Emendamento*

20) "valutazione della conformità": la procedura atta a ***verificare*** se i requisiti di cui al titolo III, capo 2, del presente regolamento relativi a un sistema di IA sono stati soddisfatti;

20) "valutazione della conformità": la procedura atta a ***dimostrare*** se i requisiti di cui al titolo III, capo 2, del presente regolamento relativi a un sistema di IA sono stati soddisfatti;

**Emendamento 181**

**Proposta di regolamento Articolo 3 – punto 22**

*Testo della Commissione Emendamento*

22) "organismo notificato": un organismo di valutazione della conformità ***designato*** in conformità al presente regolamento e ad altre pertinenti normative di armonizzazione dell'Unione;

1. "organismo notificato": un organismo di valutazione della conformità ***notificato*** in conformità al presente regolamento e ad altre pertinenti normative di armonizzazione dell'Unione;

**Emendamento 182**

**Proposta di regolamento Articolo 3 – punto 23**

*Testo della Commissione Emendamento*

1. "modifica sostanziale": una 23) "modifica sostanziale": una

modifica del sistema di IA a seguito della sua immissione sul mercato o messa in servizio che ***incide*** sulla conformità del sistema di IA ai requisiti di cui al titolo III, capo 2, del presente regolamento o comporta una modifica della finalità prevista per la quale il sistema di IA è stato valutato***;***

modifica ***o una serie di modifiche*** del sistema di IA a seguito della sua immissione sul mercato o messa in servizio che ***non è prevista o programmata nella valutazione iniziale dei rischi da parte del fornitore e che ha l'effetto di incidere*** sulla conformità del sistema di IA ai requisiti di cui al titolo III, capo 2, del presente regolamento o comporta una modifica della finalità prevista per la quale il sistema di IA è stato valutato***.***

**Emendamento 183**

**Proposta di regolamento Articolo 3 – punto 24**

*Testo della Commissione Emendamento*

1. "marcatura CE di conformità" (marcatura CE): una marcatura mediante la quale un fornitore indica che un sistema di IA è conforme ai requisiti stabiliti al titolo III, capo 2, del presente regolamento e in altre normative applicabili dell'Unione che armonizzano le condizioni per la commercializzazione dei prodotti ("normativa di armonizzazione dell'Unione") e che ne prevedono l'apposizione;

24) "marcatura CE di conformità" (marcatura CE): una marcatura ***fisica o digitale*** mediante la quale un fornitore indica che un sistema di IA ***o un prodotto con un sistema di IA incorporato*** è conforme ai requisiti stabiliti al titolo III, capo 2, del presente regolamento e in altre normative applicabili dell'Unione che armonizzano le condizioni per la commercializzazione dei prodotti ("normativa di armonizzazione dell'Unione") e che ne prevedono l'apposizione;

**Emendamento 184**

**Proposta di regolamento Articolo 3 – punto 29**

*Testo della Commissione Emendamento*

29) "dati di addestramento": i dati utilizzati per addestrare un sistema di IA adattandone i parametri che può apprendere***, compresi i pesi di una rete neurale***;

1. "dati di addestramento": i dati utilizzati per addestrare un sistema di IA adattandone i parametri che può apprendere;

**Emendamento 185**

**Proposta di regolamento Articolo 3 – punto 30**

*Testo della Commissione Emendamento*

1. "dati di convalida": i dati utilizzati per fornire una valutazione del sistema di IA addestrato e per metterne a punto, tra l'altro, i parametri che non può apprendere e il processo di apprendimento, al fine di evitare l'eccessivo adattamento ai dati di addestramento (overfitting)***,*** considerando che il set di dati di convalida ***può essere*** un set di dati distinto o ***essere*** costituito da una partizione fissa o variabile del set di dati di addestramento;

30) "dati di convalida": i dati utilizzati per fornire una valutazione del sistema di IA addestrato e per metterne a punto, tra l'altro, i parametri che non può apprendere e il processo di apprendimento, al fine di evitare ***lo scarso (underfitting) o*** l'eccessivo adattamento ai dati di addestramento (overfitting)***;*** considerando che il set di dati di convalida ***è*** un set di dati distinto o ***è*** costituito da una partizione fissa o variabile del set di dati di addestramento;

**Emendamento 186**

**Proposta di regolamento Articolo 3 – punto 33**

*Testo della Commissione Emendamento*

33) "dati biometrici": i dati personali ottenuti da un trattamento tecnico specifico relativi alle caratteristiche fisiche, fisiologiche o comportamentali di una persona fisica che ne consentono o confermano l'identificazione univoca, quali l'immagine facciale o i dati dattiloscopici;

1. "dati biometrici": i dati ***biometrici quali definiti all'articolo 4***, ***punto 14***, ***del regolamento (UE) 2016/679***;

**Emendamento 187**

**Proposta di regolamento Articolo 3 – punto 33 bis (nuovo)**

*Testo della Commissione Emendamento*

33 bis) "dati basati su elementi biometrici": i dati aggiuntivi ottenuti da un trattamento tecnico specifico in relazione ai segnali fisici, fisiologici o comportamentali di una persona fisica;

**Emendamento 188**

**Proposta di regolamento Articolo 3 – punto 33 ter (nuovo)**

*Testo della Commissione Emendamento*

33 ter) "identificazione biometrica": il riconoscimento automatizzato delle caratteristiche umane fisiche, fisiologiche, comportamentali e psicologiche al fine di stabilire l'identità di una persona confrontando i dati biometrici di tale persona con i dati biometrici di persone in una banca dati (identificazione uno a molti);

**Emendamento 189 Proposta di regolamento**

**Articolo 3 – punto 33 quater (nuovo)**

*Testo della Commissione Emendamento*

33 quater) "verifica biometrica": la verifica automatizzata dell'identità di persone fisiche mediante il confronto dei dati biometrici di una persona fisica con i dati biometrici forniti in precedenza (verifica uno a uno, compresa l'autenticazione);

**Emendamento 190 Proposta di regolamento**

**Articolo 3 – punto 33 quinquies (nuovo)**

*Testo della Commissione Emendamento*

33 quinquies) "categorie particolari di dati personali": le categorie di dati personali di cui all'articolo 9, paragrafo 1, del regolamento (UE) 2016/679;

**Emendamento 191**

**Proposta di regolamento Articolo 3 – punto 34**

*Testo della Commissione Emendamento*

1. "sistema di riconoscimento delle emozioni": un sistema di IA finalizzato all'identificazione o alla deduzione di emozioni o intenzioni di ***persone fisiche*** sulla base dei loro dati biometrici;
2. "sistema di riconoscimento delle emozioni": un sistema di IA finalizzato all'identificazione o alla deduzione di emozioni***, pensieri, stati d'animo*** o intenzioni di ***individui o gruppi*** sulla base dei loro dati ***biometrici e basati su elementi*** biometrici;

**Emendamento 192**

**Proposta di regolamento Articolo 3 – punto 35**

*Testo della Commissione Emendamento*

1. ***"sistema di categorizzazione biometrica"***: ***un sistema di IA che utilizza i dati biometrici*** di persone fisiche ***al fine di assegnarle*** a categorie specifiche***, quali quelle basate sul sesso, l'età, il colore dei capelli, il colore degli occhi, i tatuaggi***, ***l'origine etnica o l'orientamento sessuale o politico***;
2. ***"categorizzazione biometrica***: ***l'assegnazione*** di persone fisiche a categorie specifiche ***o la deduzione delle loro caratteristiche e attributi sulla base dei loro dati biometrici o basati su elementi biometrici***, ***o che possono essere desunte da tali dati***;

**Emendamento 193**

**Proposta di regolamento Articolo 3 – punto 36**

*Testo della Commissione Emendamento*

1. "sistema di identificazione biometrica remota": un sistema di IA finalizzato all'identificazione a distanza di persone fisiche mediante il confronto dei dati biometrici di una persona con i dati biometrici contenuti in una banca dati di riferimento, e senza che ***l'utente*** del sistema di IA sappia in anticipo se la persona sarà presente e può essere identificata;
2. "sistema di identificazione biometrica remota": un sistema di IA finalizzato all'identificazione a distanza di persone fisiche mediante il confronto dei dati biometrici di una persona con i dati biometrici contenuti in una banca dati di riferimento, e senza che ***l'operatore*** del sistema di IA sappia in anticipo se la persona sarà presente e può essere identificata***, esclusi i sistemi di verifica***;

**Emendamento 194**

**Proposta di regolamento Articolo 3 – punto 37**

*Testo della Commissione Emendamento*

1. "sistema di identificazione biometrica remota "in tempo reale"": un sistema di identificazione biometrica remota in cui il rilevamento dei dati biometrici, il confronto e l'identificazione avvengono senza ritardi significativi. Sono incluse non solo le identificazioni istantanee, ma anche quelle che avvengono con ***brevi*** ritardi limitati al fine di evitare l'elusione della normativa;

37) "sistema di identificazione biometrica remota "in tempo reale"": un sistema di identificazione biometrica remota in cui il rilevamento dei dati biometrici, il confronto e l'identificazione avvengono senza ritardi significativi. Sono incluse non solo le identificazioni istantanee, ma anche quelle che avvengono con ritardi limitati al fine di evitare l'elusione della normativa;

**Emendamento 195**

**Proposta di regolamento Articolo 3 – punto 39**

*Testo della Commissione Emendamento*

39) "spazio accessibile al pubblico": qualsiasi luogo fisico accessibile al pubblico, indipendentemente dall'applicabilità di determinate condizioni di accesso;

39) "spazio accessibile al pubblico": qualsiasi luogo fisico ***pubblico o privato*** accessibile al pubblico, indipendentemente dall'applicabilità di determinate condizioni di accesso ***e a prescindere dalle potenziali restrizioni in materia di capienza***;

**Emendamento 196 Proposta di regolamento Articolo 3 – punto 41**

*Testo della Commissione Emendamento*

41) "attività di contrasto": le attività svolte dalle autorità di contrasto a fini di prevenzione, indagine, accertamento o perseguimento di reati o esecuzione di sanzioni penali, incluse la salvaguardia contro le minacce alla sicurezza pubblica e la prevenzione delle stesse;

1. "attività di contrasto": le attività svolte dalle autorità di contrasto ***o per loro conto*** a fini di prevenzione, indagine, accertamento o perseguimento di reati o esecuzione di sanzioni penali, incluse la salvaguardia contro le minacce alla sicurezza pubblica e la prevenzione delle stesse;

**Emendamento 197**

**Proposta di regolamento Articolo 3 – punto 42**

*Testo della Commissione Emendamento*

1. "autorità nazionale di controllo": ***l'***autorità alla quale uno Stato membro attribuisce la responsabilità di attuare e applicare il presente regolamento, di coordinare le attività affidate a tale Stato membro, di fungere da punto di contatto unico per la Commissione e di rappresentare lo Stato membro in seno al ***comitato europeo per l'intelligenza artificiale***;
2. "autorità nazionale di controllo": ***un'***autorità ***pubblica (emendamento 69)*** alla quale uno Stato membro attribuisce la responsabilità di attuare e applicare il presente regolamento, di coordinare le attività affidate a tale Stato membro, di fungere da punto di contatto unico per la Commissione e di rappresentare lo Stato membro in seno al ***consiglio di amministrazione dell'ufficio per l'IA***;

**Emendamento 198**

**Proposta di regolamento Articolo 3 – punto 43**

*Testo della Commissione Emendamento*

1. "autorità nazionale competente": ***l'autorità nazionale di controllo, l'autorità di notifica e l'autorità di vigilanza del mercato***;
2. "autorità nazionale competente": ***una delle autorità nazionali di controllo responsabili dell'applicazione del presente regolamento***;

**Emendamento 199**

**Proposta di regolamento**

**Articolo 3 – punto 44 – parte introduttiva**

*Testo della Commissione Emendamento*

1. "incidente grave": qualsiasi incidente che, direttamente o indirettamente, causa, può aver causato o può causare una delle seguenti conseguenze:
   1. il decesso di una persona o gravi danni alla salute di una persona, ***alle cose o all'ambiente,***
2. "incidente grave": qualsiasi incidente ***o malfunzionamento di un sistema di IA*** che, direttamente o indirettamente, causa, può aver causato o può causare una delle seguenti conseguenze:
   1. il decesso di una persona o gravi danni alla salute di una persona,
   2. una perturbazione grave della b) una perturbazione grave della

gestione e del funzionamento delle infrastrutture critiche.

gestione e del funzionamento delle infrastrutture critiche***;***

b bis) una violazione dei diritti fondamentali tutelati dal diritto dell'Unione;

b ter) danni gravi a beni materiali o all'ambiente;

**Emendamento 200**

**Proposta di regolamento Articolo 3 – punto 44 bis (nuovo)**

*Testo della Commissione Emendamento*

44 bis) "dati personali": i dati personali quali definiti all'articolo 4, punto 1, del regolamento (UE) 2016/679;

**Emendamento 201 Proposta di regolamento**

**Articolo 3 – punto 44 ter (nuovo)**

*Testo della Commissione Emendamento*

44 ter) "dati non personali": dati diversi dai dati personali;

**Emendamento 202 Proposta di regolamento**

**Articolo 3 – punto 44 quater (nuovo)**

*Testo della Commissione Emendamento*

44 quater) "profilazione": qualsiasi forma di trattamento automatizzato dei dati personali ai sensi dell'articolo 4, punto 4, del regolamento (UE) 2016/679; o, nel caso delle autorità di contrasto, dell'articolo 3, punto 4, della direttiva (UE) 2016/680 o, nel caso delle istituzioni, degli organi o degli organismi dell'Unione, dell'articolo 3, punto 5, del

regolamento (UE) 2018/1725;

**Emendamento 203**

**Proposta di regolamento**

**Articolo 3 – punto 44 quinquies (nuovo)**

*Testo della Commissione Emendamento*

44 quinquies) "deep fake": contenuto audio, immagine o video manipolato o sintetico che appare falsamente autentico o veritiero e che raffigura persone che sembrano dire o fare cose che non hanno dichiarato o fatto e che è stato prodotto utilizzando tecniche di IA, compresi l'apprendimento automatizzato e l'apprendimento profondo;

**Emendamento 204 Proposta di regolamento**

**Articolo 3 – punto 44 sexies (nuovo)**

*Testo della Commissione Emendamento*

44 sexies) "infrazione diffusa": qualsiasi azione od omissione contraria alla normativa dell'Unione che tutela gli interessi delle persone:

1. ***che abbia arrecato o possa arrecare un danno agli interessi collettivi di persone che risiedono in almeno due Stati membri diversi dallo Stato membro in cui:***
2. ***ha avuto origine o si è verificato l'azione o l'omissione in questione;***
3. ***è stabilito il fornitore interessato o, se del caso, il suo rappresentante autorizzato; o***
4. ***è stabilito l'operatore, quando la violazione è commessa dall'operatore;***
5. ***che tuteli gli interessi delle persone che hanno arrecato, arrecano o possono arrecare un danno agli interessi collettivi di persone e che hanno caratteristiche comuni, compresa la stessa pratica illecita***

e lo stesso interesse leso e che si verificano simultaneamente, sono commesse dal medesimo operatore, in almeno tre Stati membri;

**Emendamento 205**

**Proposta di regolamento**

**Articolo 3 – punto 44 septies (nuovo)**

*Testo della Commissione Emendamento*

44 septies) "infrazione diffusa avente una dimensione unionale": un'infrazione diffusa che abbia arrecato o possa arrecare un danno agli interessi collettivi di persone in almeno due terzi degli Stati membri, che insieme rappresentano almeno i due terzi della popolazione dell'Unione;

**Emendamento 206 Proposta di regolamento**

**Articolo 3 – punto 44 octies (nuovo)**

*Testo della Commissione Emendamento*

44 octies) "spazio di sperimentazione normativa": un ambiente controllato stabilito da un'autorità pubblica che facilita lo sviluppo, le prove e la convalida in condizioni di sicurezza di sistemi di IA innovativi per un periodo di tempo limitato prima della loro immissione sul mercato o della loro messa in servizio conformemente a un piano specifico soggetto a vigilanza regolamentare;

**Emendamento 207 Proposta di regolamento**

**Articolo 3 – punto 44 nonies (nuovo)**

*Testo della Commissione Emendamento*

44 nonies) "infrastruttura critica": un bene, un impianto, un'apparecchiatura, una rete o un sistema, o una parte di un bene, un impianto, un'apparecchiatura, una rete o un sistema, che è necessario per la fornitura di un servizio essenziale ai sensi dell'articolo 2, paragrafo 4, della direttiva (UE) 2022/2557;

**Emendamento 208 Proposta di regolamento**

**Articolo 3 – punto 44 duodecies (nuovo)**

*Testo della Commissione Emendamento*

44 duodecies) "punteggio sociale" la valutazione o la classificazione di persone fisiche sulla base del loro comportamento sociale, del loro status socio-economico o di caratteristiche personali o della personalità note o previste;

**Emendamento 209 Proposta di regolamento**

**Articolo 3 – punto 44 terdecies (nuovo)**

*Testo della Commissione Emendamento*

44 terdecies) "comportamento sociale": il modo in cui una persona fisica interagisce con altre persone fisiche o la società e le influenza;

**Emendamento 210 Proposta di regolamento**

**Articolo 3 – punto 44 quaterdecies (nuovo)**

*Testo della Commissione Emendamento*

44 quaterdecies) "stato dell'arte": la fase sviluppata di capacità tecnica in un

determinato momento per quanto riguarda i prodotti, i processi e i servizi, sulla base dei pertinenti risultati consolidati della scienza, della tecnologia e dell'esperienza;

**Emendamento 211**

**Proposta di regolamento**

**Articolo 3 – punto 44 quindecies (nuovo)**

*Testo della Commissione Emendamento*

44 quindecies)"prova in condizioni reali": la prova temporanea di un sistema di IA per la sua finalità prevista in condizioni reali al di fuori di un laboratorio o di un ambiente altrimenti simulato;

**Emendamento 212**

**Proposta di regolamento Articolo 4**

*Testo della Commissione Emendamento*

Articolo 4 soppresso

Modifiche dell'allegato I

Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di modificare l'elenco delle tecniche e degli approcci di cui all'allegato I, per aggiornare tale elenco agli sviluppi tecnologici e di mercato sulla base di caratteristiche simili alle tecniche e agli approcci ivi elencati.

**Emendamento 213**

**Proposta di regolamento Articolo 4 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 4 bis

Principi generali applicabili a tutti i sistemi di IA

1. ***Tutti gli operatori che rientrano nel presente regolamento si adoperano al massimo per sviluppare e utilizzare sistemi di IA o modelli di base conformemente ai seguenti principi generali che istituiscono un quadro di alto livello che promuova un approccio europeo antropocentrico coerente a un'intelligenza artificiale etica e affidabile, che sia pienamente in linea con la Carta e con i valori su cui si fonda l'Unione:***
2. ***"intervento e sorveglianza umani": i sistemi di IA sono sviluppati e utilizzati come strumenti al servizio delle persone, nel rispetto della dignità umana e dell'autonomia personale, e funzionano in modo da poter essere adeguatamente controllati e sorvegliati dagli esseri umani;***
3. ***"robustezza tecnica e sicurezza": i sistemi di IA sono sviluppati e utilizzati in modo da ridurre al minimo i danni involontari e inaspettati, nonché per essere robusti in caso di problemi involontari e resilienti ai tentativi di alterare l'uso o le prestazioni del sistema di IA in modo da consentirne l'uso illegale da parte di terzi malintenzionati;***
4. ***"vita privata e governance dei dati": i sistemi di IA sono sviluppati e utilizzati nel rispetto delle norme vigenti in materia di vita privata e protezione dei dati, elaborando al contempo dati che soddisfino livelli elevati in termini di qualità e integrità;***
5. ***"trasparenza": i sistemi di IA sono sviluppati e utilizzati in modo da consentire un'adeguata tracciabilità e spiegabilità, rendendo gli esseri umani consapevoli del fatto di comunicare o interagire con un sistema di IA e***

informando debitamente gli utenti delle capacità e dei limiti di tale sistema di IA e le persone interessate dei loro diritti;.

1. ***"diversità, non discriminazione ed equità": i sistemi di IA sono sviluppati e utilizzati in modo da includere soggetti diversi e promuovere la parità di accesso, l'uguaglianza di genere e la diversità culturale, evitando nel contempo effetti discriminatori e pregiudizi ingiusti vietati dal diritto dell'Unione o nazionale;***
2. ***"benessere sociale e ambientale": i sistemi di IA sono sviluppati e utilizzati in modo sostenibile e rispettoso dell'ambiente e in modo da apportare benefici a tutti gli esseri umani, monitorando e valutando gli impatti a lungo termine sull'individuo, sulla società e sulla democrazia.***
3. ***Il paragrafo 1 lascia impregiudicati gli obblighi stabiliti dal diritto dell'Unione e nazionale vigente. Per i sistemi di IA ad alto rischio, i principi generali sono tradotti e rispettati dai fornitori o dagli operatori mediante i requisiti di cui agli articoli da 8 a 15 e i pertinenti obblighi stabiliti al Capo 3 del Titolo III del presente regolamento. Per i modelli di base, i principi generali sono applicati e rispettati dai fornitori mediante i requisiti di cui agli articoli da 28 a 28 ter. Per tutti i sistemi di IA, l'applicazione dei principi di cui al paragrafo 1 può essere conseguita, a seconda dei casi, mediante le disposizioni dell'articolo 28 e dell'articolo 52 o mediante l'applicazione di norme armonizzate, specifiche tecniche e codici di condotta di cui all'articolo 69, senza creare nuovi obblighi a norma del presente regolamento.***
4. ***La Commissione e l'ufficio per l'IA integrano tali principi guida nelle richieste di normazione nonché nelle raccomandazioni consistenti in orientamenti tecnici per assistere i fornitori e gli operatori su come sviluppare e utilizzare i sistemi di IA. Le organizzazioni europee di normazione tengono conto dei principi generali di cui***

al paragrafo 1 del presente articolo come obiettivi basati sui risultati quando elaborano le norme armonizzate appropriate per i sistemi di IA ad alto rischio di cui all'articolo 40, paragrafo 2 ter.

**Emendamento 214**

**Proposta di regolamento Articolo 4 ter (nuovo)**

*Testo della Commissione Emendamento*

Articolo 4 ter Alfabetizzazione in materia di IA

1. ***Nell'attuazione del presente regolamento, l'Unione e gli Stati membri promuovono misure per lo sviluppo di un livello adeguato di alfabetizzazione in materia di IA, in tutti i settori e tenendo conto delle diverse esigenze dei gruppi di fornitori, operatori e persone interessate coinvolti, anche attraverso l'istruzione e la formazione, programmi di riqualificazione e sviluppo delle competenze e garantendo nel contempo un corretto equilibrio di genere e di età, nell'ottica di consentire un controllo democratico dei sistemi di IA.***
2. ***I fornitori e gli operatori dei sistemi di IA adottano misure per garantire un livello sufficiente di alfabetizzazione in materia di IA del loro personale nonché di qualsiasi altra persona che si occupa del funzionamento e dell'utilizzo dei sistemi di IA per loro conto, prendendo in considerazione le loro conoscenze tecniche, la loro esperienza, istruzione e formazione nonché il contesto in cui i sistemi di IA devono essere utilizzati, e tenendo conto delle persone o dei gruppi di persone su cui i sistemi di IA devono essere utilizzati.***
3. ***Tali misure di alfabetizzazione consistono in particolare nell'insegnamento di competenze e***

nozioni di base relative ai sistemi di IA e al loro funzionamento, compresi i vari tipi di prodotti e utilizzi, i loro rischi e i loro vantaggi.

1. ***Il livello di alfabetizzazione in materia di IA è considerato sufficiente se contribuisce, ove necessario, alla capacità dei fornitori e degli operatori di assicurare la conformità e l'applicazione del presente regolamento.***

**Emendamento 215**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) l'immissione sul mercato, la messa in servizio o l'uso di un sistema di IA che utilizza tecniche subliminali che agiscono senza che una persona ne sia consapevole ***al fine*** di ***distorcerne*** materialmente il comportamento in un modo che provochi o possa provocare a tale persona o a ***un'altra persona*** un danno ***fisico o psicologico***;

1. l'immissione sul mercato, la messa in servizio o l'uso di un sistema di IA che utilizza tecniche subliminali che agiscono senza che una persona ne sia consapevole ***o tecniche volutamente manipolative o ingannevoli aventi lo scopo o l'effetto*** di ***distorcere*** materialmente il comportamento ***di una persona o di un gruppo di persone, pregiudicando in modo considerevole la capacità della persona di prendere una decisione informata, inducendo pertanto la persona a prendere una decisione che non avrebbe altrimenti preso,*** in un modo che provochi o possa provocare a tale persona***, a un'altra persona*** o a ***gruppo di persone*** un danno ***significativo***;

Il divieto di sistemi di IA che utilizzano tecniche subliminali di cui al primo comma non si applica ai sistemi di IA destinati a essere utilizzati per scopi terapeutici approvati sulla base del consenso informato specifico delle persone che sono esposte a tali tecniche o, se del caso, del loro tutore legale;

**Emendamento 216**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. l'immissione sul mercato, la messa in servizio o l'uso di un sistema di IA che sfrutta le vulnerabilità di ***uno specifico*** gruppo di persone, ***dovute all'età***b ***alla disabilità*** fisica o mentale***, al fine*** di distorcere materialmente il comportamento di ***una*** persona ***che appartiene a*** tale gruppo in un modo che provochi o possa provocare a tale persona o a un'altra persona un danno ***fisico o psicologico***;
2. l'immissione sul mercato, la messa in servizio o l'uso di un sistema di IA che sfrutta le vulnerabilità di ***una persona o di un*** gruppo ***specifico*** di persone, ***comprese le caratteristiche note o previste della personalità o della situazione sociale o economica, dell'età, della capacità*** fisica o mentale ***di tale persona o di tale gruppo allo scopo o avente l'effetto*** di distorcere materialmente il comportamento di ***tale*** persona ***o di una persona appartenente*** tale gruppo in un modo che provochi o possa provocare a tale persona o a un'altra persona un danno ***significativo***;

**Emendamento 217**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) l'immissione sul mercato, la messa in servizio o l'uso di sistemi di categorizzazione biometrica che classificano le persone fisiche in base ad attributi o caratteristiche sensibili o protetti o basati sulla deduzione di tali attributi o caratteristiche. Tale divieto non si applica ai sistemi di IA destinati a essere utilizzati per scopi terapeutici approvati sulla base del consenso informato specifico delle persone che sono esposte a tali tecniche o, se del caso, del loro tutore legale;

**Emendamento 218 Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera c – parte introduttiva**

*Testo della Commissione Emendamento*

1. l'immissione sul mercato, la messa in servizio o l'uso di sistemi di IA ***da parte***
2. l'immissione sul mercato, la messa in servizio o l'uso di sistemi di IA ai fini

***delle autorità pubbliche*** o ***per loro conto*** ai fini della valutazione o della classificazione ***dell'affidabilità delle*** persone fisiche per un determinato periodo di tempo sulla base del loro comportamento sociale o di caratteristiche personali o della personalità note o previste, in cui il punteggio sociale così ottenuto comporti il verificarsi di uno o di entrambi i seguenti scenari:

della valutazione o della classificazione ***del punteggio sociale di persone fisiche*** o ***di un gruppo di*** persone fisiche per un determinato periodo di tempo sulla base del loro comportamento sociale o di caratteristiche personali o della personalità note***, dedotte*** o previste, in cui il punteggio sociale così ottenuto comporti il verificarsi di uno o di entrambi i seguenti scenari:

**Emendamento 219**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera c – punto i**

*Testo della Commissione Emendamento*

i) un trattamento pregiudizievole o sfavorevole di determinate persone fisiche o di interi gruppi di persone fisiche in contesti sociali che non sono collegati ai contesti in cui i dati sono stati originariamente generati o raccolti;

i) *(Non concerne la versione italiana)*

**Emendamento 220**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d – parte introduttiva**

*Testo della Commissione Emendamento*

1. l'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico ***a fini di attività di contrasto, a meno che e nella misura in cui tale uso sia strettamente necessario per uno dei seguenti obiettivi:***

d) l'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico***;***

**Emendamento 221**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d – punto i**

*Testo della Commissione Emendamento*

1. ***la ricerca mirata di potenziali vittime specifiche di reato, compresi i minori scomparsi;***

soppresso

**Emendamento 222**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d – punto ii**

*Testo della Commissione Emendamento*

1. ***la prevenzione di una minaccia specifica, sostanziale e imminente per la vita o l'incolumità fisica delle persone fisiche o di un attacco terroristico;***

soppresso

**Emendamento 223**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d – punto iii**

*Testo della Commissione Emendamento*

1. ***il rilevamento, la localizzazione, l'identificazione o l'azione penale nei confronti di un autore o un sospettato di un reato di cui all'articolo 2, paragrafo 2, della decisione quadro 2002/584/GAI del Consiglio62, punibile nello Stato membro interessato con una pena o una misura di sicurezza privativa della libertà della durata massima di almeno tre anni, come stabilito dalla legge di tale Stato membro.***

soppresso

***62*** Decisione quadro del Consiglio 2002/584/GAI, del 13 giugno 2002, relativa al mandato d'arresto europeo e alle procedure di consegna tra Stati membri (GU L 190 del 18.7.2002, pag. 1).

**Emendamento 224**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d bis (nuova)**

*Testo della Commissione Emendamento*

d bis) l'immissione sul mercato, la messa in servizio o l'uso di un sistema di IA per effettuare valutazioni di rischio riguardo a persone fisiche o gruppi di persone fisiche al fine di valutare il rischio di reato o di recidiva di una persona fisica o per prevedere il verificarsi o il ripetersi di un reato o di un illecito amministrativo effettivo o potenziale sulla base della profilazione di una persona fisica o della valutazione dei tratti e delle caratteristiche della personalità, compresa l'ubicazione della persona, o del comportamento criminale pregresso di persone fisiche o di gruppi di persone fisiche;

**Emendamento 225 Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d ter (nuova)**

*Testo della Commissione Emendamento*

d ter) L'immissione sul mercato, la messa in servizio o l'uso di sistemi di IA che creano o ampliano le banche dati di riconoscimento facciale mediante scraping non mirato di immagini facciali da internet o da filmati di telecamere a circuito chiuso;

**Emendamento 226 Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d quater (nuova)**

*Testo della Commissione Emendamento*

d quater) l'immissione sul mercato, la messa in servizio o l'uso di sistemi di IA per dedurre le emozioni di una persona fisica nei settori dell'applicazione della legge, della gestione delle frontiere, sul

luogo di lavoro e negli istituti di insegnamento.

**Emendamento 227**

**Proposta di regolamento**

**Articolo 5 – paragrafo 1 – lettera d quinquies (nuova)**

*Testo della Commissione Emendamento*

d quinquies) la messa in servizio o l'uso di sistemi di IA per l'analisi di filmati registrati di spazi accessibili al pubblico attraverso sistemi di identificazione biometrica remota "a posteriori", a meno che non siano soggetti a previa autorizzazione giudiziaria conformemente alla normativa dell'Unione e siano strettamente necessari per la ricerca mirata collegata a uno specifico reato grave quale definito all'articolo 83, paragrafo 1, TFUE, già avvenuto a fini di contrasto.

**Emendamento 228 Proposta di regolamento**

**Articolo 5 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

* 1. ***bis. Il presente articolo lascia impregiudicati i divieti che si applicano qualora una pratica di intelligenza artificiale violi un altro atto legislativo dell'Unione, tra cui l'acquis dell'UE in materia di protezione dei dati, non discriminazione, tutela dei consumatori o concorrenza;***

**Emendamento 229**

**Proposta di regolamento Articolo 5 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***L'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto per uno qualsiasi degli obiettivi di cui al paragrafo 1, lettera d), tiene conto dei seguenti elementi:***
2. ***la natura della situazione che dà luogo al possibile uso, in particolare la gravità, la probabilità e l'entità del danno causato dal mancato uso del sistema;***
3. ***le conseguenze dell'uso del sistema per i diritti e le libertà di tutte le persone interessate, in particolare la gravità, la probabilità e l'entità di tali conseguenze.***

L'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto per uno qualsiasi degli obiettivi di cui al paragrafo 1, lettera d), rispetta inoltre le tutele e le condizioni necessarie e proporzionate in relazione all'uso, in particolare per quanto riguarda le limitazioni temporali, geografiche e personali.

**Emendamento 230**

**Proposta di regolamento Articolo 5 – paragrafo 3**

soppresso

*Testo della Commissione Emendamento*

1. ***Per quanto riguarda il paragrafo 1, lettera d), e il paragrafo 2, ogni singolo uso di un sistema di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto è subordinato a un'autorizzazione preventiva rilasciata da un'autorità giudiziaria o da un'autorità amministrativa indipendente dello Stato membro in cui deve avvenire l'uso, rilasciata su richiesta motivata e in conformità alle regole dettagliate del diritto nazionale di cui al paragrafo 4.***

soppresso

Tuttavia, in una situazione di urgenza debitamente giustificata, è possibile iniziare a usare il sistema senza autorizzazione e richiedere l'autorizzazione solo durante o dopo l'uso.

L'autorità giudiziaria o amministrativa competente rilascia l'autorizzazione solo se ha accertato, sulla base di prove oggettive o indicazioni chiare che le sono state presentate, che l'uso del sistema di identificazione biometrica remota "in tempo reale" in questione è necessario e proporzionato al conseguimento di uno degli obiettivi di cui al paragrafo 1, lettera d), come indicato nella richiesta. Nel decidere in merito alla richiesta, l'autorità giudiziaria o amministrativa competente tiene conto degli elementi di cui al paragrafo 2.

**Emendamento 231**

**Proposta di regolamento Articolo 5 – paragrafo 4**

*Testo della Commissione Emendamento*

1. ***Uno Stato membro può decidere di prevedere la possibilità di autorizzare in tutto o in parte l'uso di sistemi di identificazione biometrica remota "in tempo reale" in spazi accessibili al pubblico a fini di attività di contrasto, entro i limiti e alle condizioni di cui al paragrafo 1, lettera d), e ai paragrafi 2 e***

3. Tale Stato membro stabilisce nel proprio diritto nazionale le necessarie regole dettagliate per la richiesta, il rilascio, l'esercizio delle autorizzazioni di cui al paragrafo 3, nonché per le attività di controllo ad esse relative. Tali regole specificano inoltre per quali degli obiettivi elencati al paragrafo 1, lettera d), compresi i reati di cui al punto iii), le autorità competenti possono essere autorizzate ad utilizzare tali sistemi a fini di attività di contrasto.

soppresso

**Emendamento 232**

**Proposta di regolamento**

**Articolo 6 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) il sistema di IA è destinato a essere utilizzato come componente di sicurezza di un prodotto, o è esso stesso un prodotto, disciplinato dalla normativa di armonizzazione dell'Unione elencata nell'allegato II;

1. il sistema di IA è destinato a essere utilizzato come componente di sicurezza di un prodotto, o ***il sistema di IA*** è esso stesso un prodotto, disciplinato dalla normativa di armonizzazione dell'Unione elencata nell'allegato II;

**Emendamento 233**

**Proposta di regolamento**

**Articolo 6 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. il prodotto, il cui componente di sicurezza è il sistema di IA, o il sistema di IA stesso in quanto prodotto è soggetto a una valutazione della conformità da parte di terzi ai fini dell'immissione sul mercato o della messa in servizio di tale prodotto ai sensi della normativa di armonizzazione dell'Unione elencata nell'allegato II.

b) il prodotto, il cui componente di sicurezza ***ai sensi della lettera a)*** è il sistema di IA, o il sistema di IA stesso in quanto prodotto è soggetto a una valutazione della conformità da parte di terzi ***in relazione ai rischi per la salute e la sicurezza*** ai fini dell'immissione sul mercato o della messa in servizio di tale prodotto ai sensi della normativa di armonizzazione dell'Unione elencata nell'allegato II***;***

**Emendamento 234**

**Proposta di regolamento Articolo 6 – paragrafo 2**

*Testo della Commissione Emendamento*

2. Oltre ai sistemi di IA ad alto rischio di cui al paragrafo 1, sono considerati ad alto rischio ***anche*** i sistemi di IA di cui all'allegato III.

2. Oltre ai sistemi di IA ad alto rischio di cui al paragrafo 1, sono considerati ad alto rischio i sistemi di IA ***che rientrano in uno o più settori critici e casi d'uso*** di cui all'allegato ***III, se presentano un rischio significativo di danno per la salute umana, la sicurezza o i diritti fondamentali delle persone fisiche.***

Qualora un sistema di IA rientri nell'allegato III, punto 2, è considerato ad alto rischio se presenta un rischio significativo di danno per l'ambiente.

Sei mesi prima dell'entrata in vigore del presente regolamento, la Commissione, previa consultazione dell'ufficio per l'IA e dei pertinenti portatori di interessi, fornisce orientamenti che specificano chiaramente le circostanze in cui l'output dei sistemi di IA di cui all'allegato III comporterebbe un rischio significativo di danno per la salute, la sicurezza o i diritti fondamentali delle persone fisiche o i casi in cui non lo farebbe.

**Emendamento 235**

**Proposta di regolamento**

**Articolo 6 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

* 1. ***bis. Se i fornitori che rientrano in uno o più dei settori critici e dei casi d'uso di cui all'allegato III ritengono che il loro sistema di IA non presenti un rischio significativo come descritto al paragrafo 2, essi presentano all'autorità nazionale di vigilanza una notifica motivata attestante che non sono soggetti ai requisiti di cui al titolo III, capo 2, del presente regolamento. Se il sistema di IA è destinato a essere utilizzato in due o più Stati membri, tale notifica è indirizzata all'ufficio per l'IA. Fatto salvo***

l'articolo 65, l'autorità nazionale di vigilanza esamina la notifica e vi risponde, direttamente o tramite l'ufficio per l'IA, entro tre mesi se ritiene che il sistema di IA sia classificato erroneamente.

**Emendamento 236 Proposta di regolamento**

**Articolo 6 – paragrafo 2 ter (nuovo)**

*Testo della Commissione Emendamento*

2 ter. I fornitori che classificano erroneamente il loro sistema di IA come non soggetto ai requisiti di cui al titolo III, capo 2, del presente regolamento e lo immettono sul mercato prima del termine per sollevare obiezioni da parte delle autorità nazionali di vigilanza sono soggetti a sanzioni pecuniarie a norma dell'articolo 71.

**Emendamento 237 Proposta di regolamento**

**Articolo 6 – paragrafo 2 quater (nuovo)**

*Testo della Commissione Emendamento*

2 quater. Le autorità nazionali di vigilanza presentano all'ufficio per l'IA una relazione annuale che illustra nel dettaglio il numero di notifiche ricevute, le relative aree ad alto rischio in questione e le decisioni adottate in merito alle notifiche ricevute.

**Emendamento 238 Proposta di regolamento**

**Articolo 7 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di ***aggiornare l'elenco di cui all'***allegato III aggiungendo sistemi di IA ad alto rischio se ***sono soddisfatte entrambe le condizioni seguenti:***

1. Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di ***modificare l'***allegato III, aggiungendo ***o modificando settori o casi d'uso di*** sistemi di IA ad alto rischio***,*** se ***questi presentano un rischio di danno per la salute e la sicurezza, di un impatto negativo sui diritti fondamentali, sull'ambiente o sulla democrazia e sullo Stato di diritto e tale rischio è, in relazione alla sua gravità e alla probabilità di insorgenza, equivalente o superiore al rischio di danno o di***

impatto negativo presentato dai sistemi di IA ad alto rischio già indicati nell'allegato III.

**Emendamento 239**

**Proposta di regolamento**

**Articolo 7 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

1. ***i sistemi di IA sono destinati a essere usati in uno dei settori elencati ai punti da 1 a 8 dell'allegato III;***

soppresso

**Emendamento 240**

**Proposta di regolamento**

**Articolo 7 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. ***i sistemi di IA presentano un rischio di danno per la salute e la sicurezza, o un rischio di impatto negativo sui diritti fondamentali, che è, in relazione alla sua gravità e alla probabilità che si verifichi, equivalente o superiore al rischio di danno o di impatto negativo presentato dai sistemi di IA ad alto rischio di cui all'allegato III.***

soppresso

**Emendamento 241**

**Proposta di regolamento**

**Articolo 7 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Alla Commissione è inoltre conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di rimuovere casi d'uso di sistemi di IA ad alto rischio dall'elenco di cui all'allegato III se non sussistono più le condizioni di cui al paragrafo 1;

**Emendamento 242**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Nel valutare, ai fini ***del paragrafo*** 1***, se*** un sistema di IA ***presenti un rischio di danno per la salute*** e ***la sicurezza o*** un ***rischio di impatto negativo sui diritti fondamentali equivalente o superiore al rischio di danno presentato dai sistemi di IA ad alto rischio di cui all'allegato III***, la Commissione tiene conto dei criteri seguenti:

2. Nel valutare, ai fini ***dei paragrafi*** 1 e ***1 bis,*** un ***sistema*** di IA, la Commissione tiene conto dei criteri seguenti:

**Emendamento 243**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) le capacità e funzionalità generali del sistema di IA indipendentemente dalla sua finalità prevista;

**Emendamento 244 Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) la natura e la quantità dei dati trattati e utilizzati dal sistema di IA;

**Emendamento 245 Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera b ter (nuova)**

*Testo della Commissione Emendamento*

b ter) la misura in cui il sistema di IA agisce in modo autonomo;

**Emendamento 246 Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera c**

*Testo della Commissione Emendamento*

1. la misura in cui l'uso di un sistema di IA ha già causato un danno alla salute e alla sicurezza ***o*** un impatto negativo sui diritti fondamentali o ha suscitato gravi preoccupazioni in relazione ***al verificarsi*** di tale danno o impatto negativo, come dimostrato da relazioni o da prove documentate presentate alle autorità nazionali ***competenti***;
2. la misura in cui l'uso di un sistema di IA ha già causato un danno alla salute e alla sicurezza***, ha avuto*** un impatto negativo sui diritti fondamentali***, sull'ambiente, sulla democrazia e sullo Stato di diritto*** o ha suscitato gravi preoccupazioni in relazione ***alla probabilità*** di tale danno o impatto negativo, come dimostrato ***ad esempio*** da relazioni o da prove documentate presentate alle autorità nazionali ***di vigilanza, alla Commissione, all'ufficio per l'IA, al GEPD o all'Agenzia dell'Unione europea per i diritti fondamentali***;

**Emendamento 247**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera d**

*Testo della Commissione Emendamento*

1. la portata potenziale di tale danno o di tale impatto negativo, in particolare in termini di intensità e capacità di incidere su una pluralità di persone;
2. la portata potenziale di tale danno o di tale impatto negativo, in particolare in termini di intensità e capacità di incidere su una pluralità di persone ***o di incidere in modo sproporzionato su un particolare gruppo di persone***;

**Emendamento 248**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera e**

*Testo della Commissione Emendamento*

1. la misura in cui le persone che potrebbero subire il danno o l'impatto negativo dipendono ***dal risultato*** prodotto ***da*** un sistema di IA, in particolare perché per motivi pratici o giuridici non è ragionevolmente possibile sottrarsi a tale ***risultato***;
2. la misura in cui le persone che potrebbero subire il danno o l'impatto negativo dipendono ***dall'output*** prodotto ***coinvolgendo*** un sistema di IA, ***e tale output è puramente accessorio rispetto all'azione o alla decisione pertinente da adottare,*** in particolare perché per motivi pratici o giuridici non è ragionevolmente possibile sottrarsi a tale ***output***;

**Emendamento 249**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera e bis (nuova)**

*Testo della Commissione Emendamento*

e bis) il potenziale uso improprio e doloso del sistema di IA e della tecnologia alla base dello stesso;

**Emendamento 250 Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera f**

*Testo della Commissione Emendamento*

1. la misura in cui le persone che potrebbero subire il danno o l'impatto negativo si trovano in una posizione vulnerabile rispetto all'utente di un sistema di IA, in particolare a causa ***di uno squilibrio di potere***, conoscenza, situazione economica o sociale o età;
2. la misura in cui ***esiste uno squilibrio di potere o*** le persone che potrebbero subire il danno o l'impatto negativo si trovano in una posizione vulnerabile rispetto all'utente di un sistema di IA, in particolare a causa ***della condizione, autorità***, conoscenza, situazione economica o sociale o età;

**Emendamento 251**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera g**

*Testo della Commissione Emendamento*

1. la misura in cui il risultato prodotto ***con*** un sistema di IA è facilmente reversibile, considerando non facilmente reversibili i risultati che hanno un impatto sulla salute ***o*** sulla sicurezza delle persone;
2. la misura in cui il risultato prodotto ***coinvolgendo*** un sistema di IA è facilmente reversibile ***o correggibile***, considerando non facilmente reversibili i risultati che hanno un impatto ***nocivo*** sulla salute***,*** sulla sicurezza***, sui diritti fondamentali*** delle persone***, sull'ambiente, o sulla democrazia e lo Stato di diritto***;

**Emendamento 252**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera g bis (nuova)**

*Testo della Commissione Emendamento*

g bis) l'entità della disponibilità e dell'uso di soluzioni e meccanismi tecnici efficaci per il controllo, l'affidabilità e la correggibilità del sistema di IA;

**Emendamento 253 Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera g ter (nuova)**

*Testo della Commissione Emendamento*

g ter) l'entità e la probabilità di beneficio derivante dalla diffusione del sistema di IA per le persone, i gruppi o la società in generale, compresi i possibili miglioramenti della sicurezza del prodotto;

**Emendamento 254 Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera g quater (nuova)**

*Testo della Commissione Emendamento*

g quater) l'entità della sorveglianza umana e la possibilità per un essere

umano di intervenire al fine di annullare una decisione o raccomandazioni che possano causare un danno potenziale;

**Emendamento 255**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 – lettera h**

*Testo della Commissione Emendamento*

1. misure di ricorso efficaci in relazione ***ai rischi presentati*** da un sistema di IA, ad esclusione delle richieste di risarcimento del danno;
2. la misura in cui la legislazione vigente dell'Unione prevede:
3. misure di ricorso efficaci in relazione ***al danno causato*** da un sistema di IA, ad esclusione delle richieste di risarcimento del danno ***diretto o indiretto***;
4. misure efficaci per prevenire o ridurre sostanzialmente tali rischi.

**Emendamento 256**

**Proposta di regolamento**

**Articolo 7 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. Nel valutare un sistema di IA ai fini dei paragrafi 1 o 1 bis, la Commissione consulta l'ufficio per l'IA e, se del caso, i rappresentanti dei gruppi sui quali un sistema di IA ha un impatto, il settore, gli esperti indipendenti, le parti sociali e le organizzazioni della società civile. La Commissione organizza inoltre consultazioni pubbliche al riguardo e rende pubblici i risultati di tali consultazioni e della valutazione finale;

**Emendamento 257 Proposta di regolamento**

**Articolo 7 – paragrafo 2 ter (nuovo)**

*Testo della Commissione Emendamento*

2 ter. L'ufficio per l'IA, le autorità nazionali di controllo o il Parlamento europeo possono chiedere alla Commissione di rivalutare e riclassificare la categorizzazione del rischio di un sistema di IA conformemente ai paragrafi 1 e 1 bis. La Commissione motiva la sua decisione e pubblica i motivi.

**Emendamento 258 Proposta di regolamento**

**Articolo 8 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Nel rispettare i requisiti stabiliti nel presente capo, si tiene debitamente conto degli orientamenti elaborati di cui all'articolo 82 ter e dello stato dell'arte generalmente riconosciuto, anche come indicato nelle pertinenti norme armonizzate e nelle specifiche comuni di cui agli articoli 40 e 41 o in quelle già stabilite nella normativa di armonizzazione dell'Unione.***

**Emendamento 259**

**Proposta di regolamento Articolo 8 – paragrafo 2**

*Testo della Commissione Emendamento*

2. Nel garantire conformità a tali requisiti si tiene conto della finalità prevista del sistema di IA ad alto rischio e del sistema di gestione dei rischi di cui all'articolo 9.

2. Nel garantire conformità a tali requisiti si tiene conto della finalità prevista del sistema di IA ad alto rischio***, degli usi impropri ragionevolmente prevedibili*** e del sistema di gestione dei rischi di cui all'articolo 9.

**Emendamento 260**

**Proposta di regolamento**

**Articolo 8 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Purché i requisiti di cui al titolo III, capi 2 e 3, o al titolo VIII, capi 1, 2 e 3, per i sistemi di IA ad alto***

rischio siano contemplati dalla normativa di armonizzazione dell'Unione elencata nell'allegato II, sezione A, i requisiti o gli obblighi previsti nei suddetti capi del presente regolamento sono considerati soddisfatti, purché includano la componente di IA. I requisiti di cui al titolo III, capi 2 e 3, o al titolo VIII,

capi 1, 2 e 3, per i sistemi di IA ad alto rischio non contemplati dalla normativa di armonizzazione dell'Unione elencata nell'allegato II, sezione A, sono integrati, se del caso, in tale normativa di armonizzazione dell'Unione. La pertinente valutazione della conformità è effettuata nell'ambito delle procedure stabilite conformemente alla normativa di armonizzazione dell'Unione elencata nell'allegato II, sezione A.

**Emendamento 261**

**Proposta di regolamento Articolo 9 – paragrafo 1**

*Testo della Commissione Emendamento*

1. In relazione ai sistemi di IA ad alto rischio è istituito, attuato, documentato e mantenuto un sistema di gestione dei rischi.

1. In relazione ai sistemi di IA ad alto rischio è istituito, attuato, documentato e mantenuto un sistema di gestione dei rischi ***nel corso dell'intero ciclo di vita del sistema di IA***. ***È possibile integrare il sistema di gestione dei rischi, o una parte di esso, nelle procedure di gestione dei rischi già esistenti relative alla pertinente normativa settoriale dell'Unione, nella misura in cui ciò rispetti i requisiti del presente articolo.***

**Emendamento 262**

**Proposta di regolamento**

**Articolo 9 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Il sistema di gestione dei rischi è costituito da un processo iterativo continuo eseguito nel corso dell'intero ciclo di vita di un sistema di IA ad alto rischio, che richiede un aggiornamento ***costante e sistematico***. Esso comprende le fasi seguenti:
2. Il sistema di gestione dei rischi è costituito da un processo iterativo continuo eseguito nel corso dell'intero ciclo di vita di un sistema di IA ad alto rischio, che richiede ***un riesame e*** un aggiornamento ***costanti del processo di gestione dei rischi, per garantirne l'efficacia costante, nonché la documentazione delle eventuali decisioni e azioni significative adottate a norma del presente articolo***. Esso comprende le fasi seguenti:

**Emendamento 263**

**Proposta di regolamento**

**Articolo 9 – paragrafo 2 – lettera a**

*Testo della Commissione Emendamento*

a) identificazione ***e analisi*** dei rischi noti e prevedibili ***associati a ciascun*** sistema di IA ad alto rischio;

1. identificazione***, stima e valutazione*** dei rischi noti e ***ragionevolmente*** prevedibili ***che il*** sistema di IA ad alto rischio ***può presentare per la salute o la sicurezza delle persone fisiche, i loro diritti fondamentali, tra cui la parità di accesso e opportunità, la democrazia e lo Stato di diritto o l'ambiente, quando il sistema di IA ad alto rischio è usato conformemente alla sua finalità prevista e in condizioni di uso improprio ragionevolmente prevedibile***;

**Emendamento 264**

**Proposta di regolamento**

**Articolo 9 – paragrafo 2 – lettera b**

*Testo della Commissione Emendamento*

1. ***stima e valutazione dei rischi che possono emergere quando il sistema di IA ad alto rischio è usato conformemente***

soppresso

alla sua finalità prevista e in condizioni di uso improprio ragionevolmente prevedibile;

**Emendamento 265 Proposta di regolamento**

**Articolo 9 – paragrafo 2 – lettera c**

*Testo della Commissione Emendamento*

1. valutazione di ***altri eventuali*** rischi ***derivanti dall'***analisi dei dati raccolti dal sistema di monitoraggio successivo all'immissione sul mercato di cui all'articolo 61;
2. valutazione ***dell'emergere*** di rischi ***significativi quali descritti alla lettera a) e individuati sulla base dell'***analisi dei dati raccolti dal sistema di monitoraggio successivo all'immissione sul mercato di cui all'articolo 61;

**Emendamento 266**

**Proposta di regolamento**

**Articolo 9 – paragrafo 2 – lettera d**

*Testo della Commissione Emendamento*

1. adozione di ***adeguate*** misure di gestione dei rischi conformemente alle disposizioni dei paragrafi seguenti.

d) adozione di misure di gestione dei rischi ***adeguate e mirate, concepite per far fronte ai rischi individuati di cui alle lettere a) e b) del presente paragrafo,*** conformemente alle disposizioni dei paragrafi seguenti.

**Emendamento 267**

**Proposta di regolamento Articolo 9 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Le misure di gestione dei rischi di cui al paragrafo 2, lettera d), tengono in debita considerazione gli effetti e le possibili interazioni derivanti dall'applicazione combinata dei requisiti di cui al presente capo 2***. Esse tengono conto dello stato dell'arte generalmente riconosciuto, anche come indicato nelle***
2. Le misure di gestione dei rischi di cui al paragrafo 2, lettera d), tengono in debita considerazione gli effetti e le possibili interazioni derivanti dall'applicazione combinata dei requisiti di cui al presente capo 2***, con l'obiettivo di attenuare i rischi in modo efficace garantendo nel contempo un'attuazione***

pertinenti norme armonizzate o specifiche comuni.

adeguata e proporzionata dei requisiti.

**Emendamento 268**

**Proposta di regolamento**

**Articolo 9 – paragrafo 4 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Le misure di gestione dei rischi di cui al paragrafo 2, lettera d), sono tali che ***qualsiasi*** rischio residuo associato a ciascun pericolo nonché il rischio residuo complessivo dei sistemi di IA ad alto rischio sono considerati accettabili, a condizione che il sistema di IA ad alto rischio sia usato conformemente alla sua finalità prevista o in condizioni di uso improprio ragionevolmente prevedibile. Tali rischi residui sono comunicati all'***utente***.
2. Le misure di gestione dei rischi di cui al paragrafo 2, lettera d), sono tali che ***il*** rischio residuo ***significativo*** associato a ciascun pericolo nonché il rischio residuo complessivo dei sistemi di IA ad alto rischio sono ***ragionevolmente*** considerati accettabili, a condizione che il sistema di IA ad alto rischio sia usato conformemente alla sua finalità prevista o in condizioni di uso improprio ragionevolmente prevedibile. Tali rischi residui ***e i giudizi motivati formulati*** sono comunicati all'***operatore***.

Nell'individuare le misure di gestione dei rischi più appropriate, occorre garantire quanto segue:

**Emendamento 269**

**Proposta di regolamento**

**Articolo 9 – paragrafo 4 – comma 1 – lettera a**

*Testo della Commissione Emendamento*

a) l'eliminazione o la riduzione dei rischi per quanto ***possibile*** attraverso un'adeguata progettazione e fabbricazione;

1. l'eliminazione o la riduzione dei rischi ***individuati,*** per quanto ***tecnicamente fattibile,*** attraverso un'adeguata progettazione e fabbricazione ***del sistema di IA ad alto rischio, se del caso con la partecipazione di esperti e portatori di interessi esterni***;

**Emendamento 270**

**Proposta di regolamento**

**Articolo 9 – paragrafo 4 – comma 1 – lettera b**

*Testo della Commissione Emendamento*

1. ove opportuno, l'attuazione di adeguate misure di attenuazione e di controllo ***in relazione*** ai rischi che non possono essere eliminati;
2. ove opportuno, l'attuazione di adeguate misure di attenuazione e di controllo ***per far fronte*** ai rischi ***significativi*** che non possono essere eliminati;

**Emendamento 271**

**Proposta di regolamento**

**Articolo 9 – paragrafo 4 – comma 1 – lettera c**

*Testo della Commissione Emendamento*

1. la fornitura ***di*** informazioni ***adeguate*** a norma dell'articolo 13***, in particolare per quanto riguarda i rischi di cui al paragrafo 2, lettera b), del presente articolo*** e, ove opportuno, la formazione degli ***utenti***.

c) la fornitura ***delle*** informazioni ***richieste*** a norma dell'articolo 13 e, ove opportuno, la formazione degli ***operatori***.

**Emendamento 272**

**Proposta di regolamento**

**Articolo 9 – paragrafo 4 – comma 2**

*Testo della Commissione Emendamento*

Nell'eliminare o ridurre i rischi connessi all'uso del sistema di IA ad alto rischio, ***si*** tengono debitamente in considerazione le conoscenze tecniche, l'esperienza, l'istruzione e la formazione ***che ci si può aspettare dall'utente e l'ambiente in cui il sistema è destinato ad essere usato***.

Nell'eliminare o ridurre i rischi connessi all'uso del sistema di IA ad alto rischio, ***i fornitori*** tengono debitamente in considerazione le conoscenze tecniche, l'esperienza, l'istruzione e la formazione ***di cui l'operatore può avere bisogno, anche in relazione al contesto di utilizzo presumibile***.

**Emendamento 273**

**Proposta di regolamento Articolo 9 – paragrafo 5**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio sono 5. I sistemi di IA ad alto rischio sono

sottoposti a prova al fine di individuare le misure di gestione dei rischi più appropriate. Le prove garantiscono che i sistemi di IA ad alto rischio funzionino in modo coerente per la finalità prevista e che siano conformi ai requisiti di cui al presente capo.

sottoposti a prova al fine di individuare le misure di gestione dei rischi più appropriate ***e mirate, nonché di ponderare tali misure rispetto ai potenziali benefici e agli obiettivi previsti del sistema***. Le prove garantiscono che i sistemi di IA ad alto rischio funzionino in modo coerente per la finalità prevista e che siano conformi ai requisiti di cui al presente capo.

**Emendamento 274**

**Proposta di regolamento Articolo 9 – paragrafo 6**

*Testo della Commissione Emendamento*

1. Le procedure di prova sono idonee a conseguire la finalità prevista del sistema di IA ***e non devono andare al di là di quanto necessario per conseguire tale finalità***.
2. Le procedure di prova sono idonee a conseguire la finalità prevista del sistema di IA.

**Emendamento 275**

**Proposta di regolamento Articolo 9 – paragrafo 7**

*Testo della Commissione Emendamento*

1. Le prove dei sistemi di IA ad alto rischio sono effettuate***, a seconda dei casi, in un qualsiasi momento dell'intero processo di sviluppo e, in ogni caso,*** prima dell'immissione sul mercato o della messa in servizio. Le prove sono effettuate sulla base di metriche e soglie probabilistiche definite in ***via preliminare*** e adeguate alla finalità prevista perseguita dal sistema di IA ad alto rischio.
2. Le prove dei sistemi di IA ad alto rischio sono effettuate prima dell'immissione sul mercato o della messa in servizio. Le prove sono effettuate sulla base di metriche e soglie probabilistiche definite in ***precedenza*** e adeguate alla finalità prevista perseguita dal sistema di IA ad alto rischio ***o al suo uso improprio ragionevolmente prevedibile***.

**Emendamento 276**

**Proposta di regolamento Articolo 9 – paragrafo 8**

*Testo della Commissione Emendamento*

1. Nell'attuare il sistema di gestione dei rischi di cui ai paragrafi da 1 a 7, ***è prestata*** particolare attenzione all'eventualità che il sistema di IA ad alto rischio ***sia accessibile ai*** minori ***o abbia un impatto su di essi***.
2. Nell'attuare il sistema di gestione dei rischi di cui ai paragrafi da 1 a 7, ***i fornitori prestano*** particolare attenzione all'eventualità che il sistema di IA ad alto rischio ***possa avere un impatto negativo sui gruppi di persone vulnerabili o*** sui minori.

**Emendamento 277**

**Proposta di regolamento Articolo 9 – paragrafo 9**

*Testo della Commissione Emendamento*

1. Per gli enti creditizi disciplinati dalla direttiva 2013/36/UE, gli aspetti descritti ai paragrafi da 1 a 8 fanno parte delle procedure di gestione dei rischi stabilite ***da tali enti a norma dell'articolo 74 di tale direttiva***.

9. Per ***i fornitori e i sistemi di IA già contemplati dal diritto dell'Unione che impone loro di predisporre sistemi specifici di gestione dei rischi, compresi*** gli enti creditizi disciplinati dalla direttiva 2013/36/UE, gli aspetti descritti ai paragrafi da 1 a 8 fanno parte delle procedure di gestione dei rischi stabilite ***dal suddetto diritto dell'Unione, o sono combinati con tali procedure***.

**Emendamento 278**

**Proposta di regolamento Articolo 10 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio che utilizzano tecniche che prevedono l'uso di dati per l'addestramento di modelli sono sviluppati sulla base di set di dati di addestramento, convalida e prova che soddisfano i criteri di qualità di cui ai paragrafi da 2 a 5.

1. I sistemi di IA ad alto rischio che utilizzano tecniche che prevedono l'uso di dati per l'addestramento di modelli sono sviluppati sulla base di set di dati di addestramento, convalida e prova che soddisfano i criteri di qualità di cui ai paragrafi da 2 a 5 ***nella misura in cui ciò sia tecnicamente fattibile secondo lo specifico segmento di mercato o campo di applicazione***.

Le tecniche che non richiedono dati di input etichettati, come l'apprendimento

non supervisionato e l'apprendimento per rinforzo, sono sviluppate sulla base di set di dati, ad esempio per le prove e le verifiche, che soddisfano i criteri di qualità di cui ai paragrafi da 2 a 5.

**Emendamento 279**

**Proposta di regolamento**

**Articolo 10 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

1. I set di dati di addestramento, convalida e prova sono soggetti ***ad adeguate pratiche*** di governance ***e gestione*** dei dati. Tali ***pratiche*** riguardano in particolare:
2. I set di dati di addestramento, convalida e prova sono soggetti ***a misure*** di governance dei dati ***adeguate al contesto di utilizzo come pure alla finalità prevista del sistema di IA***. Tali ***misure*** riguardano in particolare:

**Emendamento 280**

**Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) la trasparenza riguardo alla finalità originaria della raccolta dei dati;

**Emendamento 281 Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera b**

*Testo della Commissione Emendamento*

1. ***la*** raccolta dei dati; b) ***i processi di*** raccolta dei dati;

**Emendamento 282 Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera c**

*Testo della Commissione Emendamento*

1. le operazioni di trattamento ***pertinenti*** ai fini della preparazione dei dati, quali annotazione, etichettatura, pulizia, arricchimento e aggregazione;
2. le operazioni di trattamento ai fini della preparazione dei dati, quali annotazione, etichettatura, pulizia, ***aggiornamento,*** arricchimento e aggregazione;

**Emendamento 283**

**Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera d**

*Testo della Commissione Emendamento*

1. la formulazione di ipotesi ***pertinenti***, in particolare per quanto riguarda le informazioni che si presume che i dati misurino e rappresentino;
2. la formulazione di ipotesi, in particolare per quanto riguarda le informazioni che si presume che i dati misurino e rappresentino;

**Emendamento 284**

**Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera e**

*Testo della Commissione Emendamento*

1. una valutazione ***preliminare*** della disponibilità, della quantità e dell'adeguatezza dei set di dati necessari;
2. una valutazione della disponibilità, della quantità e dell'adeguatezza dei set di dati necessari;

**Emendamento 285**

**Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera f**

*Testo della Commissione Emendamento*

1. un esame atto a valutare le possibili distorsioni;
2. un esame atto a valutare le possibili distorsioni ***che possono incidere sulla salute e sulla sicurezza delle persone, avere un impatto negativo sui diritti fondamentali o comportare discriminazioni vietate dal diritto dell'Unione, in particolare quando i dati di output influenzano gli input per***

operazioni future ("circuiti di feedback", feedback loops), nonché misure adeguate per individuare, prevenire e attenuare le possibili distorsioni;

**Emendamento 286**

**Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera f bis (nuova)**

*Testo della Commissione Emendamento*

f bis) le misure adeguate per individuare, prevenire e attenuare le possibili distorsioni;

**Emendamento 287 Proposta di regolamento**

**Articolo 10 – paragrafo 2 – lettera g**

*Testo della Commissione Emendamento*

1. l'individuazione di eventuali lacune o carenze nei dati e il modo in cui tali lacune e carenze possono essere colmate.

g) l'individuazione di lacune o carenze ***rilevanti*** nei dati***, tali da pregiudicare il rispetto del presente regolamento,*** e il modo in cui tali lacune e carenze possono essere colmate.

**Emendamento 288**

**Proposta di regolamento Articolo 10 – paragrafo 3**

*Testo della Commissione Emendamento*

1. I set di dati di addestramento, convalida e prova devono essere pertinenti, rappresentativi, ***esenti da*** errori e completi. Essi possiedono le proprietà statistiche appropriate, anche, ove applicabile, per quanto riguarda le persone o i gruppi di persone ***sui*** quali il sistema di IA ad alto rischio è destinato a essere usato. Queste caratteristiche dei set di dati ***possono*** essere soddisfatte a livello di singoli set di
2. I set di dati di addestramento ***e***, ***ove applicabile, i set di dati di*** convalida e prova***, incluse le etichette,*** devono essere pertinenti, ***sufficientemente*** rappresentativi, ***adeguatamente verificati in termini di*** errori e ***il più possibile*** completi ***alla luce della finalità prevista***. Essi possiedono le proprietà statistiche appropriate, anche, ove applicabile, per quanto riguarda le persone o i gruppi di persone ***in relazione ai*** quali il sistema di

dati o di una combinazione degli stessi. IA ad alto rischio è destinato a essere

usato. Queste caratteristiche dei set di dati ***devono*** essere soddisfatte a livello di singoli set di dati o di una combinazione degli stessi.

**Emendamento 289**

**Proposta di regolamento Articolo 10 – paragrafo 4**

*Testo della Commissione Emendamento*

1. I set di dati ***di addestramento, convalida e prova*** tengono conto, nella misura necessaria per la finalità prevista, delle caratteristiche o degli elementi particolari dello specifico contesto geografico, comportamentale o funzionale all'interno del quale il sistema di IA ad alto rischio è destinato a essere usato.
2. I set di dati tengono conto, nella misura necessaria per la finalità prevista ***o per gli usi impropri ragionevolmente prevedibili del sistema di IA***, delle caratteristiche o degli elementi particolari dello specifico contesto geografico, ***contestuale,*** culturale, comportamentale o funzionale all'interno del quale il sistema di IA ad alto rischio è destinato a essere usato.

**Emendamento 290**

**Proposta di regolamento Articolo 10 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Nella misura in cui ciò sia strettamente necessario al fine di garantire ***il monitoraggio,*** il rilevamento e la correzione delle distorsioni in relazione ai sistemi di IA ad alto rischio, i fornitori di tali sistemi possono trattare categorie particolari di dati personali di cui all'articolo 9, paragrafo 1, del regolamento (UE) 2016/679, all'articolo 10 della direttiva (UE) 2016/680 e all'articolo 10, paragrafo 1, del regolamento (UE) 2018/1725, fatte salve le tutele adeguate per i diritti e le libertà fondamentali delle persone fisiche, comprese le limitazioni tecniche all'utilizzo e al riutilizzo delle misure più avanzate di sicurezza e di tutela della vita privata***, quali la***

5. Nella misura in cui ciò sia strettamente necessario al fine di garantire il rilevamento e la correzione delle distorsioni ***negative*** in relazione ai sistemi di IA ad alto rischio, i fornitori di tali sistemi possono trattare ***in via eccezionale*** categorie particolari di dati personali di cui all'articolo 9, paragrafo 1, del regolamento (UE) 2016/679, all'articolo 10 della direttiva (UE) 2016/680 e all'articolo 10, paragrafo 1, del regolamento (UE) 2018/1725, fatte salve le tutele adeguate per i diritti e le libertà fondamentali delle persone fisiche, comprese le limitazioni tecniche all'utilizzo e al riutilizzo delle misure più avanzate di sicurezza e di tutela della vita privata. ***In particolare, affinché***

pseudonimizzazione o la cifratura, qualora l'anonimizzazione possa incidere significativamente sulla finalità perseguita.

tale trattamento si verifichi, devono essere soddisfatte tutte le condizioni seguenti: a) il rilevamento e la correzione delle distorsioni non possono essere realizzati efficacemente mediante il trattamento di dati sintetici o anonimizzati;

1. ***i dati sono pseudonimizzati;***
2. ***il fornitore adotta misure tecniche e organizzative adeguate per garantire che i dati trattati ai fini del presente paragrafo siano resi sicuri e protetti nonché soggetti a garanzie adeguate e che solo le persone autorizzate abbiano accesso a tali dati nel rispetto di adeguati obblighi di riservatezza;***
3. ***i dati trattati ai fini del presente paragrafo non devono essere trasmessi, trasferiti o altrimenti consultati da terzi;***
4. ***i dati trattati ai fini del presente paragrafo sono protetti mediante adeguate misure tecniche e organizzative e cancellati una volta corretta la distorsione o al raggiungimento del termine del periodo di conservazione dei dati personali;***
5. ***sono in atto misure efficaci e adeguate per garantire la disponibilità, la sicurezza e la resilienza dei sistemi e dei servizi di trattamento da incidenti tecnici o fisici;***
6. ***sono in atto misure efficaci e adeguate per garantire la sicurezza fisica dei luoghi in cui i dati sono conservati e trattati, l'informatica interna e la gestione e governance della sicurezza informatica, nonché la certificazione dei processi e dei prodotti.***

I fornitori che si avvalgono della presente disposizione redigono la documentazione che spiega i motivi per cui si è reso necessario il trattamento di categorie particolari di dati personali per rilevare e correggere le distorsioni.

**Emendamento 291**

**Proposta di regolamento**

**Articolo 10 – paragrafo 6 bis (nuovo)**

*Testo della Commissione Emendamento*

6 bis. Qualora il fornitore non sia in grado di rispettare gli obblighi di cui al presente articolo perché non ha accesso ai dati, i quali sono detenuti esclusivamente dall'operatore, quest'ultimo può, sulla base di un contratto, essere ritenuto responsabile dell'eventuale violazione del presente articolo.

**Emendamento 292 Proposta di regolamento**

**Articolo 11 – paragrafo 1 – comma 1**

*Testo della Commissione Emendamento*

La documentazione tecnica è redatta in modo da dimostrare che il sistema di IA ad alto rischio è conforme ai requisiti di cui al presente capo e fornisce alle autorità nazionali ***competenti*** e agli organismi notificati ***tutte*** le informazioni necessarie per valutare la conformità del sistema di IA a tali requisiti. Essa contiene almeno gli elementi di cui all'allegato IV.

La documentazione tecnica è redatta in modo da dimostrare che il sistema di IA ad alto rischio è conforme ai requisiti di cui al presente capo e fornisce alle autorità nazionali ***di controllo*** e agli organismi notificati le informazioni necessarie per valutare la conformità del sistema di IA a tali requisiti. Essa contiene almeno gli elementi di cui all'allegato IV ***o, nel caso delle PMI e delle start-up, qualsiasi documentazione equivalente che soddisfi i medesimi obiettivi, previa approvazione dell'autorità nazionale competente***.

**Emendamento 293**

**Proposta di regolamento Articolo 11 – paragrafo 2**

*Testo della Commissione Emendamento*

2. Se è immesso sul mercato o messo in servizio un sistema di IA ad alto rischio connesso a un prodotto al quale si applicano gli atti giuridici elencati nell'allegato II, sezione A, si redige un'unica documentazione tecnica

2. Se è immesso sul mercato o messo in servizio un sistema di IA ad alto rischio connesso a un prodotto al quale si applicano gli atti giuridici elencati nell'allegato II, sezione A, si redige un'unica documentazione tecnica

contenente tutte le informazioni di cui ***all'allegato IV*** e le informazioni necessarie a norma di tali atti giuridici.

contenente tutte le informazioni di cui ***al paragrafo 1*** e le informazioni necessarie a norma di tali atti giuridici.

**Emendamento 294**

**Proposta di regolamento**

**Articolo 11 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. I fornitori che sono enti creditizi disciplinati dalla direttiva 2013/36/UE mantengono la documentazione tecnica nell'ambito della documentazione riguardante i dispositivi, i processi e i meccanismi di governance interna di cui all'articolo 74 di tale direttiva.

**Emendamento 295**

**Proposta di regolamento Articolo 12 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio sono progettati e sviluppati con capacità che consentono la registrazione automatica degli eventi ("log") durante il loro funzionamento. Tali capacità di registrazione sono conformi a norme riconosciute o a specifiche comuni.

1. I sistemi di IA ad alto rischio sono progettati e sviluppati con capacità che consentono la registrazione automatica degli eventi ("log") durante il loro funzionamento. Tali capacità di registrazione sono conformi ***allo stato dell'arte e*** a norme riconosciute o a specifiche comuni.

**Emendamento 296**

**Proposta di regolamento Articolo 12 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***Le capacità di registrazione garantiscono*** un livello di tracciabilità del funzionamento del sistema di IA ***durante tutto il suo ciclo di vita*** adeguato alla
2. ***Al fine di garantire*** un livello di tracciabilità del funzionamento del sistema di IA ***per la sua intera durata,*** adeguato alla finalità prevista del sistema***, le capacità di registrazione agevolano il***

finalità prevista del sistema. monitoraggio del funzionamento di cui all'articolo 29, paragrafo 4, come pure il monitoraggio successivo all'immissione sul mercato di cui all'articolo 61. In particolare, esse consentono la registrazione di eventi pertinenti per l'individuazione di situazioni che possono:

* 1. ***far sì che il sistema di IA presenti un rischio ai sensi dell'articolo 65, paragrafo 1; o***
  2. ***comportare una modifica sostanziale del sistema di IA ad alto rischio.***

**Emendamento 297 Proposta di regolamento**

**Articolo 12 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. I sistemi di IA ad alto rischio sono progettati e sviluppati con capacità di registrazione che consentono la registrazione del consumo di energia, la misurazione o il calcolo dell'uso delle risorse e l'impatto ambientale del sistema di IA ad alto rischio durante tutte le fasi del ciclo di vita del sistema.***

**Emendamento 298**

**Proposta di regolamento Articolo 12 – paragrafo 3**

*Testo della Commissione Emendamento*

1. ***Le capacità di registrazione consentono in particolare di monitorare il funzionamento del sistema di IA ad alto rischio per quanto riguarda il verificarsi di situazioni che possono far sì che il sistema di IA presenti un rischio ai sensi dell'articolo 65, paragrafo 1, o comportare una modifica sostanziale, e agevolano il monitoraggio successivo all'immissione sul mercato di cui***

soppresso

all'articolo 61.

**Emendamento 299**

**Proposta di regolamento Articolo 13 – titolo**

*Testo della Commissione Emendamento*

Trasparenza e fornitura di informazioni

agli utenti

Trasparenza e fornitura di informazioni

**Emendamento 300**

**Proposta di regolamento Articolo 13 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio sono progettati e sviluppati in modo tale da garantire che il loro funzionamento sia sufficientemente trasparente da consentire agli utenti di ***interpretare l'output*** del sistema ***e utilizzarlo adeguatamente***. ***Sono garantiti un tipo e un livello di*** trasparenza ***adeguati***, che ***consentano*** di conseguire il rispetto dei pertinenti obblighi ***dell'utente e*** del fornitore di cui al capo 3 del presente titolo.

1. I sistemi di IA ad alto rischio sono progettati e sviluppati in modo tale da garantire che il loro funzionamento sia sufficientemente trasparente da consentire ***ai fornitori e*** agli utenti di ***comprendere ragionevolmente il funzionamento*** del sistema. ***È garantita una*** trasparenza ***adeguata in conformità della finalità prevista del sistema*** di ***IA***, che ***consenta*** di conseguire il rispetto dei pertinenti obblighi del fornitore ***e dell'utente*** di cui al capo 3 del presente titolo.

Per trasparenza si intende pertanto che, al momento dell'immissione sul mercato del sistema di IA ad alto rischio, sono utilizzati tutti i mezzi tecnici disponibili conformemente allo stato dell'arte generalmente riconosciuto per garantire che l'output del sistema di IA sia interpretabile dal fornitore e dall'utente.

L'utente è in grado di comprendere e utilizzare adeguatamente il sistema di IA avendo una conoscenza generale del funzionamento del sistema di IA e dei dati trattati, il che gli consente di spiegare le decisioni adottate dal sistema di IA alla persona interessata a norma

dell'articolo 68, lettera c).

**Emendamento 301**

**Proposta di regolamento Articolo 13 – paragrafo 2**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio sono accompagnati da istruzioni per l'uso in un formato digitale o ***non digitale*** appropriato, che comprendono informazioni concise, complete, ***corrette*** e ***chiare*** che siano pertinenti, accessibili e comprensibili per gli utenti.
2. I sistemi di IA ad alto rischio sono accompagnati da istruzioni per l'uso ***comprensibili*** in un formato digitale appropriato o ***rese altrimenti disponibili su un supporto durevole***, che comprendono informazioni concise, ***corrette***, ***chiare*** e ***per quanto possibile*** complete che ***agevolino il funzionamento e la manutenzione del sistema di IA, sostengano il processo decisionale informato degli utenti e*** siano ***ragionevolmente*** pertinenti, accessibili e comprensibili per gli utenti.

**Emendamento 302**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Le informazioni di cui al paragrafo 2 specificano:

3. ***Per conseguire i risultati di cui al paragrafo 1,*** le informazioni di cui al paragrafo 2 specificano:

**Emendamento 303**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera a**

*Testo della Commissione Emendamento*

a) l'identità e i dati di contatto del fornitore e, ove applicabile, ***del suo rappresentante autorizzato***;

1. l'identità e i dati di contatto del fornitore e, ove applicabile, ***dei suoi rappresentanti autorizzati***;

**Emendamento 304**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) laddove diversi da quelli del fornitore, l'identità e i dati di contatto dell'entità incaricata della valutazione della conformità e, se del caso, del suo rappresentante autorizzato;

**Emendamento 305 Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera d – parte introduttiva**

*Testo della Commissione Emendamento*

1. le caratteristiche, le capacità e i limiti delle prestazioni del sistema di IA ad alto rischio, tra cui:

b) le caratteristiche, le capacità e i limiti delle prestazioni del sistema di IA ad alto rischio, tra cui***, se del caso***:

**Emendamento 306**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera b – punto ii**

*Testo della Commissione Emendamento*

ii) il livello di accuratezza, robustezza e cibersicurezza di cui all'articolo 15 rispetto al quale il sistema di IA ad alto rischio è stato sottoposto a prova e convalidato e che ci si può attendere, e qualsiasi circostanza nota e prevedibile che possa avere un impatto sul livello atteso di accuratezza, robustezza e cibersicurezza;

1. il livello di accuratezza, robustezza e cibersicurezza di cui all'articolo 15 rispetto al quale il sistema di IA ad alto rischio è stato sottoposto a prova e convalidato e che ci si può attendere, e qualsiasi circostanza ***chiaramente*** nota e prevedibile che possa avere un impatto sul livello atteso di accuratezza, robustezza e cibersicurezza;

**Emendamento 307**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera b – punto iii**

*Testo della Commissione Emendamento*

1. qualsiasi circostanza nota o iii) qualsiasi circostanza ***chiaramente***

prevedibile connessa all'uso del sistema di IA ad alto rischio in conformità alla sua finalità prevista o in condizioni di uso improprio ragionevolmente prevedibile, che possa comportare rischi per la salute e la sicurezza ***o*** per i diritti fondamentali;

nota o prevedibile connessa all'uso del sistema di IA ad alto rischio in conformità alla sua finalità prevista o in condizioni di uso improprio ragionevolmente prevedibile, che possa comportare rischi per la salute e la sicurezza***,*** per i diritti fondamentali ***o per l'ambiente, inclusi, se del caso, esempi illustrativi di tali limitazioni e di scenari nei quali il sistema non dovrebbe essere utilizzato***;

**Emendamento 308**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera b – punto iii bis (nuovo)**

*Testo della Commissione Emendamento*

iii bis) la misura in cui il sistema di IA è in grado di fornire spiegazioni per le decisioni che adotta;

**Emendamento 309 Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera b – punto v**

*Testo della Commissione Emendamento*

v) ***ove opportuno, le specifiche per i*** dati di input o qualsiasi altra informazione pertinente in termini di set di dati di addestramento, convalida e prova, tenendo conto della finalità prevista del sistema di IA;

v) ***informazioni pertinenti sulle azioni dell'utente che possono influenzare le prestazioni del sistema, fra cui il tipo o la qualità dei*** dati di input o qualsiasi altra informazione pertinente in termini di set di dati di addestramento, convalida e prova, tenendo conto della finalità prevista del sistema di IA;

**Emendamento 310**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera e**

*Testo della Commissione Emendamento*

e) ***la durata prevista del sistema di IA ad alto rischio e*** tutte le misure di

e) tutte le misure di manutenzione e cura necessarie per garantire il corretto

manutenzione e cura necessarie per garantire il corretto funzionamento di tale sistema, anche per quanto riguarda gli aggiornamenti software.

funzionamento di tale sistema, anche per quanto riguarda gli aggiornamenti software***, per tutta la durata prevista dello stesso***.

**Emendamento 311**

**Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera e bis (nuova)**

*Testo della Commissione Emendamento*

e bis) una descrizione dei meccanismi inclusi nel sistema di IA che consentono agli utenti di raccogliere, conservare e interpretare correttamente i log conformemente all'articolo 12,

paragrafo 1.

**Emendamento 312 Proposta di regolamento**

**Articolo 13 – paragrafo 3 – lettera e ter (nuova)**

*Testo della Commissione Emendamento*

e ter) Le informazioni sono fornite almeno nella lingua del paese in cui è utilizzato il sistema di IA.

**Emendamento 313 Proposta di regolamento**

**Articolo 13 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Al fine di rispettare gli obblighi di cui al presente articolo, i fornitori e gli utenti garantiscono un livello sufficiente di alfabetizzazione in materia di IA conformemente all'articolo 4 ter.***

**Emendamento 314**

**Proposta di regolamento Articolo 14 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio sono progettati e sviluppati, anche con strumenti di interfaccia uomo-macchina adeguati, in modo tale da ***poter*** essere efficacemente supervisionati da persone fisiche durante il periodo in cui il sistema di IA è in uso.

1. I sistemi di IA ad alto rischio sono progettati e sviluppati, anche con strumenti di interfaccia uomo-macchina adeguati, in modo tale da essere efficacemente supervisionati da persone fisiche ***in misura proporzionale ai rischi associati a tali sistemi. Le persone fisiche incaricate di garantire la sorveglianza umana dispongono di un livello sufficiente di alfabetizzazione in materia di IA conformemente all'articolo 4 ter nonché del sostegno e dell'autorità necessari per esercitare tale funzione,*** durante il periodo in cui il sistema di IA è in uso ***e per consentire indagini approfondite a seguito di un incidente***.

**Emendamento 315**

**Proposta di regolamento Articolo 14 – paragrafo 2**

*Testo della Commissione Emendamento*

1. La sorveglianza umana mira a prevenire o ridurre al minimo i rischi per la salute, la sicurezza ***o*** i diritti fondamentali che possono emergere quando un sistema di IA ad alto rischio è utilizzato conformemente alla sua finalità prevista o in condizioni di uso improprio ragionevolmente prevedibile, in particolare quando tali rischi persistono nonostante l'applicazione di altri requisiti di cui al presente capo.
2. La sorveglianza umana mira a prevenire o ridurre al minimo i rischi per la salute, la sicurezza***,*** i diritti fondamentali ***o l'ambiente*** che possono emergere quando un sistema di IA ad alto rischio è utilizzato conformemente alla sua finalità prevista o in condizioni di uso improprio ragionevolmente prevedibile, in particolare quando tali rischi persistono nonostante l'applicazione di altri requisiti di cui al presente capo ***e qualora le decisioni basate unicamente su un trattamento automatizzato da parte di sistemi di IA producano effetti giuridici o altrimenti significativi sulle persone o sui gruppi di persone sui quali il sistema deve essere utilizzato***.

**Emendamento 316**

**Proposta di regolamento**

**Articolo 14 – paragrafo 3 – parte introduttiva**

*Testo della Commissione Emendamento*

1. La sorveglianza umana è garantita mediante almeno una delle seguenti misure:
2. La sorveglianza umana ***tiene conto dei rischi specifici, del livello di automazione e del contesto del sistema di IA ed*** è garantita mediante almeno una delle seguenti ***tipologie di*** misure:

**Emendamento 317**

**Proposta di regolamento**

**Articolo 14 – paragrafo 4 – parte introduttiva**

*Testo della Commissione Emendamento*

1. ***Le misure di cui al paragrafo 3 consentono le seguenti azioni, a seconda delle circostanze,*** alle persone alle quali è affidata la sorveglianza umana:
2. ***Ai fini dell'attuazione dei paragrafi da 1 a 3, il sistema di IA ad alto rischio è fornito all'utente in modo tale che le*** persone ***fisiche*** alle quali è affidata la sorveglianza umana ***abbiano la possibilità di svolgere le seguenti azioni, ove opportuno e proporzionato alle circostanze***:

**Emendamento 318**

**Proposta di regolamento**

**Articolo 14 – paragrafo 4 – lettera a**

*Testo della Commissione Emendamento*

a) ***comprendere appieno le*** capacità e ***i*** limiti del sistema di IA ad alto rischio ***ed*** essere in grado di monitorarne debitamente il funzionamento, in modo che i segnali di anomalie, disfunzioni e prestazioni inattese possano essere individuati e affrontati quanto prima;

a) ***essere consapevole delle*** capacità e ***dei*** limiti ***pertinenti*** del sistema di IA ad alto rischio ***e comprenderli a sufficienza, nonché*** essere in grado di monitorarne debitamente il funzionamento, in modo che i segnali di anomalie, disfunzioni e prestazioni inattese possano essere individuati e affrontati quanto prima;

**Emendamento 319**

**Proposta di regolamento**

**Articolo 14 – paragrafo 4 – lettera e**

*Testo della Commissione Emendamento*

e) essere in grado di intervenire sul funzionamento del sistema di IA ad alto rischio o di interrompere il sistema mediante un pulsante di "arresto" o una procedura analoga.

e) essere in grado di intervenire sul funzionamento del sistema di IA ad alto rischio o di interrompere il sistema mediante un pulsante di "arresto" o una procedura analoga***, che consenta di arrestare il sistema in condizioni di sicurezza, tranne se l'interferenza umana aumenta i rischi o è suscettibile di incidere negativamente sulle prestazioni in considerazione dello stato dell'arte generalmente riconosciuto***.

**Emendamento 320**

**Proposta di regolamento Articolo 14 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Per i sistemi di IA ad alto rischio di cui all'allegato III, punto 1, lettera a), le misure di cui al paragrafo 3 sono tali da garantire che, inoltre, l'utente non compia azioni o adotti decisioni sulla base dell'identificazione risultante dal sistema, a meno che essa non sia stata verificata e confermata da almeno due persone fisiche.

5. Per i sistemi di IA ad alto rischio di cui all'allegato III, punto 1, lettera a), le misure di cui al paragrafo 3 sono tali da garantire che, inoltre, l'utente non compia azioni o adotti decisioni sulla base dell'identificazione risultante dal sistema, a meno che essa non sia stata verificata e confermata da almeno due persone fisiche ***che dispongono delle competenze, della formazione e dell'autorità necessarie***.

**Emendamento 321**

**Proposta di regolamento Articolo 15 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio sono progettati e sviluppati ***in modo tale da conseguire,*** alla luce della loro finalità prevista, un adeguato livello di accuratezza, robustezza e cibersicurezza e ***da*** operare in modo coerente con tali

1. I sistemi di IA ad alto rischio sono progettati e sviluppati ***secondo il principio della sicurezza fin dalla progettazione e per impostazione predefinita.*** Alla luce della loro finalità prevista, ***dovrebbero conseguire*** un adeguato livello di

aspetti durante tutto il loro ciclo di vita. accuratezza, robustezza***, sicurezza,*** e

cibersicurezza e operare in modo coerente con tali aspetti durante tutto il loro ciclo di vita. ***Il rispetto di tali requisiti include l'attuazione di misure conformi allo stato dell'arte, secondo lo specifico segmento di mercato o campo di applicazione.***

**Emendamento 322 Proposta di regolamento**

**Articolo 15 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Per affrontare gli aspetti tecnici relativi alle modalità di misurazione dei livelli adeguati di accuratezza e robustezza di cui al paragrafo 1 del presente articolo, l'ufficio per l'IA riunisce le autorità nazionali di metrologia e analisi comparativa e fornisce orientamenti non vincolanti in materia, come stabilito all'articolo 56, paragrafo 2, lettera a).

**Emendamento 323 Proposta di regolamento**

**Articolo 15 – paragrafo 1 ter (nuovo)**

*Testo della Commissione Emendamento*

1 ter. Per affrontare eventuali questioni emergenti nel mercato interno per quanto riguarda la cibersicurezza, l'Agenzia dell'Unione europea per la cibersicurezza (ENISA) è associata al comitato europeo per l'intelligenza artificiale di cui all'articolo 56, paragrafo 2, lettera b).

**Emendamento 324**

**Proposta di regolamento Articolo 15 – paragrafo 2**

*Testo della Commissione Emendamento*

1. I livelli di accuratezza e le pertinenti metriche di accuratezza dei sistemi di IA ad alto rischio sono dichiarati nelle istruzioni per l'uso che accompagnano il sistema.

2. I livelli di accuratezza e le pertinenti metriche di accuratezza dei sistemi di IA ad alto rischio sono dichiarati nelle istruzioni per l'uso che accompagnano il sistema. ***Il linguaggio utilizzato è chiaro, privo di malintesi o di affermazioni fuorvianti.***

**Emendamento 325**

**Proposta di regolamento**

**Articolo 15 – paragrafo 3 – comma 1**

*Testo della Commissione Emendamento*

I sistemi di IA ad alto rischio ***sono*** resilienti per quanto riguarda errori, guasti o incongruenze che possono verificarsi all'interno del sistema o nell'ambiente in cui esso opera, in particolare a causa della loro interazione con persone fisiche o altri sistemi.

***Sono adottate misure tecniche e organizzative per garantire che*** i sistemi di IA ad alto rischio ***siano quanto più possibile*** resilienti per quanto riguarda errori, guasti o incongruenze che possono verificarsi all'interno del sistema o nell'ambiente in cui esso opera, in particolare a causa della loro interazione con persone fisiche o altri sistemi.

**Emendamento 326**

**Proposta di regolamento**

**Articolo 15 – paragrafo 3 – comma 2**

*Testo della Commissione Emendamento*

La robustezza dei sistemi di IA ad alto rischio può essere conseguita mediante soluzioni tecniche di ridondanza, che possono includere piani di backup o fail- safe.

La robustezza dei sistemi di IA ad alto rischio può essere conseguita ***dal fornitore appropriato attraverso gli input dell'utente, ove necessario,*** mediante soluzioni tecniche di ridondanza, che possono includere piani di backup o fail- safe.

**Emendamento 327**

**Proposta di regolamento**

**Articolo 15 – paragrafo 3 – comma 3**

*Testo della Commissione Emendamento*

I sistemi di IA ad alto rischio che proseguono il loro apprendimento dopo essere stati immessi sul mercato o messi in servizio sono sviluppati in modo tale da garantire che gli output potenzialmente distorti ***a causa dell'utilizzo di output come*** input per operazioni future ("circuiti di feedback", feedback loops) siano oggetto di adeguate misure di attenuazione.

I sistemi di IA ad alto rischio che proseguono il loro apprendimento dopo essere stati immessi sul mercato o messi in servizio sono sviluppati in modo tale da garantire che gli output potenzialmente distorti ***che influenzano gli*** input per operazioni future ("circuiti di feedback", feedback loops) ***e la manipolazione dannosa degli input utilizzati nell'apprendimento durante il funzionamento*** siano oggetto di adeguate misure di attenuazione.

**Emendamento 328**

**Proposta di regolamento**

**Articolo 15 – paragrafo 4 – comma 1**

*Testo della Commissione Emendamento*

I sistemi di IA ad alto rischio sono resilienti ai tentativi di terzi non autorizzati di modificarne l'uso o le prestazioni sfruttando le vulnerabilità del sistema.

I sistemi di IA ad alto rischio sono resilienti ai tentativi di terzi non autorizzati di modificarne l'uso***, il comportamento, gli output*** o le prestazioni sfruttando le vulnerabilità del sistema.

**Emendamento 329**

**Proposta di regolamento**

**Articolo 15 – paragrafo 4 – comma 3**

*Testo della Commissione Emendamento*

Le soluzioni tecniche finalizzate ad affrontare le vulnerabilità specifiche dell'IA includono, ove opportuno, misure volte a prevenire e controllare gli attacchi che cercano di manipolare il set di dati di addestramento ("avvelenamento dei dati", data poisoning), gli input progettati in modo da far sì che il modello commetta un errore ("esempi antagonistici", adversarial examples) o i difetti del modello.

Le soluzioni tecniche finalizzate ad affrontare le vulnerabilità specifiche dell'IA includono, ove opportuno, misure volte a prevenire***, accertare, rispondere, risolvere*** e controllare gli attacchi che cercano di manipolare il set di dati di addestramento ("avvelenamento dei dati", data poisoning) ***o i componenti preaddestrati utilizzati nell'addestramento ("avvelenamento dei modelli", model poisoning)***, gli input progettati in modo da far sì che il modello commetta un errore

("esempi antagonistici", adversarial examples ***o "evasione dal modello", model evasion***)***, gli attacchi alla riservatezza*** o i difetti del modello***, che potrebbero condurre a decisioni dannose***.

**Emendamento 330**

**Proposta di regolamento Titolo III – Capo 3 – titolo**

*Testo della Commissione Emendamento*

OBBLIGHI DEI FORNITORI E DEGLI

***UTENTI*** DEI SISTEMI DI IA AD ALTO

RISCHIO ***e di altre parti***

OBBLIGHI DEI FORNITORI E DEGLI ***OPERATORI*** DEI SISTEMI DI IA AD ALTO RISCHIO ***E DI ALTRE PARTI***

**Emendamento 331**

**Proposta di regolamento Articolo 16 – titolo**

*Testo della Commissione Emendamento*

Obblighi dei fornitori dei sistemi di IA ad alto rischio

Obblighi dei fornitori ***e degli operatori*** dei sistemi di IA ad alto rischio ***e di altre parti***

**Emendamento 332**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) garantiscono che i loro sistemi di IA ad alto rischio siano conformi ai requisiti di cui al capo 2 del presente titolo;

a) garantiscono che i loro sistemi di IA ad alto rischio siano conformi ai requisiti di cui al capo 2 del presente titolo ***prima di immetterli sul mercato o metterli in servizio***;

**Emendamento 333**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) indicano il loro nome, la loro denominazione commerciale registrata o il loro marchio registrato e il loro indirizzo e i loro dati di contatto sul sistema di IA ad alto rischio oppure, ove ciò non sia possibile, in un documento di accompagnamento, a seconda dei casi;

**Emendamento 334 Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera a ter (nuova)**

*Testo della Commissione Emendamento*

a ter) garantiscono che le persone fisiche alle quali è affidata la sorveglianza umana dei sistemi di IA ad alto rischio siano specificamente informate del rischio di distorsioni dell'automazione o di pregiudizio di conferma (confirmation bias);

**Emendamento 335 Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera a quater (nuova)**

*Testo della Commissione Emendamento*

a quater) forniscono le specifiche per i dati di input o qualsiasi altra informazione pertinente in termini di set di dati utilizzati, compresi i relativi limiti e le relative ipotesi, tenendo conto della finalità prevista e degli usi impropri prevedibili e ragionevolmente prevedibili del sistema di IA;

**Emendamento 336 Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera c**

*Testo della Commissione Emendamento*

c) redigono la documentazione tecnica del sistema di IA ad alto rischio;

1. redigono ***e mantengono*** la documentazione tecnica del sistema di IA ad alto rischio ***di cui all'articolo 11***;

**Emendamento 337**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera d**

*Testo della Commissione Emendamento*

1. quando sono sotto il loro controllo, conservano i log generati automaticamente dai loro sistemi di IA ad alto rischio;
2. quando sono sotto il loro controllo, conservano i log generati automaticamente dai loro sistemi di IA ad alto rischio ***che sono necessari per garantire e dimostrare la conformità al presente regolamento,*** conformemente all'articolo 20;

**Emendamento 338**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera e**

*Testo della Commissione Emendamento*

1. garantiscono che il sistema di IA ad alto rischio sia sottoposto alla pertinente procedura di valutazione della conformità prima della sua immissione sul mercato o messa in servizio;

e) garantiscono che il sistema di IA ad alto rischio sia sottoposto alla pertinente procedura di valutazione della conformità prima della sua immissione sul mercato o messa in servizio***, conformemente all'articolo 43***;

**Emendamento 339**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera e bis (nuova)**

*Testo della Commissione Emendamento*

e bis) elaborano una dichiarazione di conformità UE a norma dell'articolo 48;

**Emendamento 340**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera e ter (nuova)**

*Testo della Commissione Emendamento*

e ter) appongono la marcatura CE sul sistema di IA ad alto rischio per indicare la conformità al presente regolamento a norma dell'articolo 49;

**Emendamento 341 Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera g**

*Testo della Commissione Emendamento*

g) adottano le necessarie misure correttive***, se il sistema di IA ad alto rischio non è conforme ai requisiti di cui al capo 2 del presente titolo***;

1. adottano le necessarie misure correttive ***di cui all'articolo 21 e forniscono informazioni al riguardo***;

**Emendamento 342**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera h**

*Testo della Commissione Emendamento*

1. ***informano le autorità nazionali competenti degli Stati membri in cui hanno messo a disposizione o messo in servizio il sistema di IA e, ove applicabile, l'organismo notificato in merito alla non conformità e alle eventuali misure correttive adottate;***

soppresso

**Emendamento 343**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera i**

*Testo della Commissione Emendamento*

1. ***appongono la marcatura CE sui loro sistemi di IA ad alto rischio per***

soppresso

indicare la conformità al presente regolamento a norma dell'articolo 49;

**Emendamento 344 Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera j**

*Testo della Commissione Emendamento*

1. su richiesta di un'autorità nazionale ***competente***, dimostrano la conformità del sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo.

j) su richiesta ***motivata*** di un'autorità nazionale ***di controllo***, dimostrano la conformità del sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo.

**Emendamento 345**

**Proposta di regolamento**

**Articolo 16 – paragrafo 1 – lettera j bis (nuova)**

*Testo della Commissione Emendamento*

j bis) garantiscono che il sistema di IA ad alto rischio sia conforme ai requisiti di accessibilità.

**Emendamento 346 Proposta di regolamento**

**Articolo 17 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. I fornitori di sistemi di IA ad alto rischio ***istituiscono di*** un sistema di gestione della qualità che garantisce la conformità al presente regolamento. ***Tale sistema*** è documentato in modo sistematico e ordinato sotto forma di politiche, procedure ***e*** istruzioni scritte e comprende almeno i seguenti aspetti:

1. I fornitori di sistemi di IA ad alto rischio ***predispongono*** un sistema di gestione della qualità che garantisce la conformità al presente regolamento. ***Esso*** è documentato in modo sistematico e ordinato sotto forma di politiche, procedure ***o*** istruzioni scritte e ***può essere integrato all'interno di un sistema di gestione della qualità esistente conformemente agli atti legislativi dell'Unione. Esso*** comprende almeno i seguenti aspetti:

**Emendamento 347**

**Proposta di regolamento**

**Articolo 17 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) una strategia per la conformità normativa, compresa la conformità alle procedure di valutazione della conformità e alle procedure per la gestione delle modifiche dei sistemi di IA ad alto rischio;

soppresso

**Emendamento 348**

**Proposta di regolamento**

**Articolo 17 – paragrafo 1 – lettera e**

*Testo della Commissione Emendamento*

e) le specifiche tecniche, comprese le norme, da applicare e, qualora le pertinenti norme armonizzate non siano applicate integralmente, i mezzi da usare per garantire che il sistema di IA ad alto rischio sia conforme ai requisiti di cui al capo 2 del presente titolo;

1. le specifiche tecniche, comprese le norme, da applicare e, qualora le pertinenti norme armonizzate non siano applicate integralmente, ***o non includano tutti i requisiti pertinenti,*** i mezzi da usare per garantire che il sistema di IA ad alto rischio sia conforme ai requisiti di cui al capo 2 del presente titolo;

**Emendamento 349**

**Proposta di regolamento**

**Articolo 17 – paragrafo 1 – lettera f**

*Testo della Commissione Emendamento*

1. i sistemi e le procedure per la gestione dei dati, compresa la raccolta, l'analisi, l'etichettatura, l'archiviazione, la filtrazione, l'estrazione, l'aggregazione, la conservazione dei dati e qualsiasi altra operazione riguardante i dati effettuata prima e ai fini dell'immissione sul mercato o della messa in servizio di sistemi di IA ad alto rischio;

f) i sistemi e le procedure per la gestione dei dati, compresa ***l'acquisizione,*** la raccolta, l'analisi, l'etichettatura, l'archiviazione, la filtrazione, l'estrazione, l'aggregazione, la conservazione dei dati e qualsiasi altra operazione riguardante i dati effettuata prima e ai fini dell'immissione sul mercato o della messa in servizio di sistemi di IA ad alto rischio;

**Emendamento 350**

**Proposta di regolamento**

**Articolo 17 – paragrafo 1 – lettera j**

*Testo della Commissione Emendamento*

j) la gestione della comunicazione con le ***autorità nazionali competenti, le*** autorità competenti, comprese quelle settoriali***, che forniscono o sostengono l'accesso ai dati, gli organismi notificati, altri operatori, clienti o altre parti interessate***;

j) la gestione della comunicazione con le autorità competenti ***interessate***, comprese quelle settoriali;

**Emendamento 351**

**Proposta di regolamento Articolo 17 – paragrafo 2**

*Testo della Commissione Emendamento*

1. L'attuazione degli aspetti di cui al paragrafo 1 è proporzionata alle dimensioni dell'organizzazione del fornitore.

2. L'attuazione degli aspetti di cui al paragrafo 1 è proporzionata alle dimensioni dell'organizzazione del fornitore. ***I fornitori rispettano, in ogni caso, il grado di rigore e il livello di protezione necessari per garantire la conformità dei loro sistemi di IA al presente regolamento.***

**Emendamento 352**

**Proposta di regolamento Articolo 18 – titolo**

*Testo della Commissione Emendamento*

Obbligo di redigere la documentazione tecnica

soppresso

**Emendamento 353**

**Proposta di regolamento Articolo 18 – paragrafo 1**

*Testo della Commissione Emendamento*

1. ***I fornitori di sistemi di IA ad alto rischio redigono la documentazione tecnica di cui all'articolo 11 in conformità all'allegato IV.***

soppresso

**Emendamento 354**

**Proposta di regolamento Articolo 18 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***I fornitori che sono enti creditizi disciplinati dalla direttiva 2013/36/UE mantengono la documentazione tecnica nell'ambito della documentazione riguardante i dispositivi, i processi e i meccanismi di governance interna di cui all'articolo 74 di tale direttiva.***

soppresso

**Emendamento 355**

**Proposta di regolamento Articolo 19**

*Testo della Commissione Emendamento*

Articolo 19 soppresso

Valutazione della conformità

1. ***I fornitori dei sistemi di IA ad alto rischio garantiscono che il sistema di IA ad alto rischio sia sottoposto alla pertinente procedura di valutazione della conformità di cui all'articolo 43 prima della sua immissione sul mercato o messa in servizio. Se in seguito a tale valutazione i sistemi di IA risultano conformi ai requisiti di cui al capo 2 del presente titolo, i fornitori redigono una dichiarazione di conformità UE a norma dell'articolo 48 e appongono la marcatura CE di conformità a norma***

dell'articolo 49.

1. ***Per i sistemi di IA ad alto rischio di cui all'allegato III, punto 5, lettera b), immessi sul mercato o messi in servizio da fornitori che sono enti creditizi disciplinati dalla direttiva 2013/36/UE, la valutazione della conformità è effettuata nell'ambito della procedura di cui agli articoli da 97 a 101 di tale direttiva.***

**Emendamento 356**

**Proposta di regolamento Articolo 20 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I fornitori di sistemi di IA ad alto rischio conservano i log generati automaticamente dai loro sistemi di IA ad alto rischio, nella misura in cui tali log sono sotto il loro controllo ***in virtù di un accordo contrattuale con l'utente o in forza di legge***. I log sono conservati per un periodo adeguato alla ***luce della*** finalità prevista del sistema di IA ad alto rischio ***e degli obblighi giuridici applicabili a norma del diritto dell'Unione o nazionale***.

1. I fornitori di sistemi di IA ad alto rischio conservano i log generati automaticamente dai loro sistemi di IA ad alto rischio, nella misura in cui tali log sono sotto il loro controllo. ***Fatto salvo il diritto dell'Unione o nazionale applicabile,*** i log sono conservati per un periodo ***minimo di sei mesi. Il periodo di conservazione è conforme alle norme del settore e*** adeguato alla finalità prevista del sistema di IA ad alto rischio.

**Emendamento 357**

**Proposta di regolamento Articolo 21 – comma 1**

*Testo della Commissione Emendamento*

I fornitori di sistemi di IA ad alto rischio che ritengono o hanno motivo di ritenere che un sistema di IA ad alto rischio da essi immesso sul mercato o messo in servizio non sia conforme al presente regolamento adottano immediatamente le misure correttive necessarie per rendere conforme tale dispositivo, ritirarlo o richiamarlo, a seconda dei casi. ***Essi informano di conseguenza i distributori del sistema di IA ad alto rischio in questione e, ove applicabile, il rappresentante autorizzato e***

I fornitori di sistemi di IA ad alto rischio che ritengono o hanno motivo di ritenere che un sistema di IA ad alto rischio da essi immesso sul mercato o messo in servizio non sia conforme al presente regolamento adottano immediatamente le misure correttive necessarie per rendere conforme tale dispositivo, ritirarlo***, disattivarlo*** o richiamarlo, a seconda dei casi.

gli importatori.

Nei casi di cui al primo comma, i fornitori informano immediatamente:

1. ***i distributori;***
2. ***gli importatori;***
3. ***le autorità nazionali competenti degli Stati membri in cui hanno messo a disposizione o messo in servizio il sistema di IA; nonché***
4. ***ove possibile, l'operatore.***

**Emendamento 358**

**Proposta di regolamento**

**Articolo 21 – comma 1 bis (nuovo)**

*Testo della Commissione Emendamento*

I fornitori informano inoltre il rappresentante autorizzato, se ne è stato nominato uno a norma dell'articolo 25, e l'organismo notificato, se è stato necessario sottoporre il sistema di IA ad alto rischio a una valutazione della conformità da parte di terzi a norma dell'articolo 43. Se del caso, indagano anche sulle cause in collaborazione con l'operatore.

**Emendamento 359**

**Proposta di regolamento Articolo 22 – comma 1**

*Testo della Commissione Emendamento*

Qualora il sistema di IA ad alto rischio presenti un rischio ai sensi dell'articolo 65, paragrafo 1, e ***tale rischio sia noto al*** fornitore del sistema, tale fornitore informa immediatamente le autorità nazionali ***competenti*** degli Stati membri in cui ha messo a disposizione il sistema e, ove applicabile, l'organismo notificato che ha rilasciato un certificato per il sistema di IA ad alto rischio, in particolare in merito alla

Qualora il sistema di IA ad alto rischio presenti un rischio ai sensi dell'articolo 65, paragrafo 1, e ***il*** fornitore del sistema ***ne venga a conoscenza***, tale fornitore informa immediatamente le autorità nazionali ***di controllo*** degli Stati membri in cui ha messo a disposizione il sistema e, ove applicabile, l'organismo notificato che ha rilasciato un certificato per il sistema di IA ad alto rischio, in particolare in merito alla

non conformità e alle eventuali misure correttive adottate.

***natura della*** non conformità e alle eventuali misure correttive ***pertinenti*** adottate.

**Emendamento 360**

**Proposta di regolamento**

**Articolo 22 – comma 1 bis (nuovo)**

*Testo della Commissione Emendamento*

Nei casi di cui al primo comma, i fornitori del sistema di IA ad alto rischio informano immediatamente:

* 1. ***i distributori;***
  2. ***gli importatori;***
  3. ***le autorità nazionali competenti degli Stati membri in cui hanno messo a disposizione o messo in servizio il sistema di IA; nonché***
  4. ***ove possibile, gli operatori.***

**Emendamento 361 Proposta di regolamento**

**Articolo 22 – comma 1 ter (nuovo)**

*Testo della Commissione Emendamento*

I fornitori informano inoltre il rappresentante autorizzato, se ne è stato nominato uno a norma dell'articolo 25.

**Emendamento 362**

**Proposta di regolamento Articolo 23 – titolo**

*Testo della Commissione Emendamento*

Cooperazione con le autorità competenti Cooperazione con le autorità competenti***,***

l'ufficio e la Commissione

**Emendamento 363**

**Proposta di regolamento Articolo 23 – comma 1**

*Testo della Commissione Emendamento*

I fornitori di sistemi di IA ad alto rischio, su richiesta di un'autorità nazionale competente, forniscono a ***tale autorità*** tutte le informazioni e la documentazione necessarie per dimostrare la conformità del sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, in una lingua ufficiale dell'Unione stabilita dallo Stato membro interessato. ***Su richiesta motivata di un'autorità nazionale competente, i fornitori forniscono a tale autorità l'accesso ai log generati automaticamente dai loro sistemi di IA ad alto rischio, nella misura in cui tali log sono sotto il loro controllo in virtù di un accordo contrattuale con l'utente o in forza di legge.***

I fornitori ***e, ove applicabile, gli operatori*** di sistemi di IA ad alto rischio, su richiesta ***motivata*** di un'autorità nazionale competente ***o, se del caso, dell'ufficio per l'IA o della Commissione***, forniscono a ***tali entità*** tutte le informazioni e la documentazione necessarie per dimostrare la conformità del sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, in una lingua ufficiale dell'Unione stabilita dallo Stato membro interessato.

**Emendamento 364**

**Proposta di regolamento**

**Articolo 23 – comma 1 bis (nuovo)**

*Testo della Commissione Emendamento*

Su richiesta motivata di un'autorità nazionale competente o, se del caso, della Commissione, i fornitori e, ove applicabile, gli operatori forniscono inoltre all'autorità nazionale competente che ne ha fatto richiesta o alla Commissione, a seconda dei casi, l'accesso ai log generati automaticamente dai loro sistemi di IA ad alto rischio, nella misura in cui tali log sono sotto il loro controllo.

**Emendamento 365 Proposta di regolamento**

**Articolo 23 – comma 1 ter (nuovo)**

*Testo della Commissione Emendamento*

Qualsiasi informazione ottenuta da un'autorità nazionale competente o dalla Commissione conformemente alle disposizioni del presente articolo è considerata segreto commerciale ed è trattata nel rispetto degli obblighi di riservatezza di cui all'articolo 70.

**Emendamento 366**

**Proposta di regolamento Articolo 25 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Prima di mettere a disposizione i propri sistemi sul mercato dell'Unione, ***qualora non possa essere identificato un importatore,*** i fornitori stabiliti al di fuori dell'Unione nominano, mediante mandato scritto, un rappresentante autorizzato stabilito nell'Unione.

1. Prima di mettere a disposizione i propri sistemi sul mercato dell'Unione, i fornitori stabiliti al di fuori dell'Unione nominano, mediante mandato scritto, un rappresentante autorizzato stabilito nell'Unione.

**Emendamento 367**

**Proposta di regolamento**

**Articolo 25 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Il rappresentante autorizzato risiede o è stabilito in uno degli Stati membri in cui hanno luogo le attività di cui all'articolo 2, paragrafo 1,

lettera c ter).

**Emendamento 368 Proposta di regolamento**

**Articolo 25 – paragrafo 1 ter (nuovo)**

*Testo della Commissione Emendamento*

1. ***ter. Il fornitore conferisce al proprio rappresentante autorizzato i poteri e le risorse necessari per adempiere i suoi compiti a norma del presente regolamento.***

**Emendamento 369 Proposta di regolamento**

**Articolo 25 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Il rappresentante autorizzato esegue i compiti specificati nel mandato ricevuto dal fabbricante. Il mandato consente al rappresentante autorizzato di eseguire i seguenti compiti:

2. Il rappresentante autorizzato esegue i compiti specificati nel mandato ricevuto dal fabbricante. ***Fornisce una copia del mandato alle autorità di vigilanza del mercato, su loro richiesta, in una delle lingue ufficiali dell'istituzione dell'Unione stabilita dall'autorità nazionale competente. Ai fini del presente regolamento,*** il mandato consente al rappresentante autorizzato di eseguire soltanto i seguenti compiti:

**Emendamento 370**

**Proposta di regolamento**

**Articolo 25 – paragrafo 2 – lettera a**

*Testo della Commissione Emendamento*

a) ***tenere una copia della*** dichiarazione di conformità UE e ***della*** documentazione tecnica ***a disposizione delle autorità nazionali competenti e delle autorità nazionali*** di ***cui all'articolo 63, paragrafo 7***;

1. ***verificare che siano state elaborate la*** dichiarazione di conformità UE e ***la*** documentazione tecnica ***e che il fornitore abbia espletato un'adeguata procedura*** di ***valutazione della conformità***;

**Emendamento 371**

**Proposta di regolamento**

**Articolo 25 – paragrafo 2 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) tenere una copia della dichiarazione di conformità UE, della documentazione tecnica e, se del caso, del certificato rilasciato dall'organismo notificato a disposizione delle autorità nazionali competenti e delle autorità nazionali di cui all'articolo 63,

paragrafo 7;

**Emendamento 372 Proposta di regolamento**

**Articolo 25 – paragrafo 2 – lettera b**

*Testo della Commissione Emendamento*

1. fornire all'autorità nazionale competente, su richiesta motivata, tutte le informazioni e la documentazione necessarie per dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, compreso l'accesso ai log generati automaticamente dal sistema di IA ad alto rischio nella misura in cui tali log sono sotto il controllo del fornitore ***in virtù di un accordo contrattuale con l'utente o in forza di legge***;
2. fornire all'autorità nazionale competente, su richiesta motivata, tutte le informazioni e la documentazione necessarie per dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, compreso l'accesso ai log generati automaticamente dal sistema di IA ad alto rischio nella misura in cui tali log sono sotto il controllo del fornitore;

**Emendamento 373**

**Proposta di regolamento**

**Articolo 25 – paragrafo 2 – lettera c**

*Testo della Commissione Emendamento*

1. cooperare con le autorità nazionali ***competenti***, su richiesta motivata, in merito a qualsiasi azione intrapresa ***da queste ultime in relazione al*** sistema di IA ad alto rischio***.***

c) cooperare con le autorità nazionali ***di controllo***, su richiesta motivata, in merito a qualsiasi azione intrapresa ***dall'autorità per ridurre e attenuare i rischi presentati dal*** sistema di IA ad alto rischio***;***

**Emendamento 374**

**Proposta di regolamento**

**Articolo 25 – paragrafo 2 – lettera c bis (nuova)**

*Testo della Commissione Emendamento*

c bis) ove applicabile, rispettare gli obblighi di registrazione di cui all'articolo 51 o, se la registrazione è effettuata dal fornitore stesso, garantire che le informazioni di cui

all'allegato VIII, punto 3, siano esatte.

**Emendamento 375 Proposta di regolamento**

**Articolo 25 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Il rappresentante autorizzato è designato come interlocutore, in aggiunta o in sostituzione del fornitore, in particolare dell'autorità nazionale di controllo o delle autorità nazionali competenti, per tutte le questioni relative al rispetto del presente regolamento.***

**Emendamento 376 Proposta di regolamento**

**Articolo 25 – paragrafo 2 ter (nuovo)**

*Testo della Commissione Emendamento*

2 ter. Il rappresentante autorizzato pone fine al mandato se ritiene o ha motivo di ritenere che il fornitore agisca in modo contrario agli obblighi che gli incombono in virtù del presente regolamento. In tal caso, informa immediatamente l'autorità nazionale di controllo dello Stato membro in cui è stabilito e, se del caso, l'organismo notificato pertinente, della cessazione del mandato e dei relativi motivi.

**Emendamento 377**

**Proposta di regolamento**

**Articolo 26 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Prima di immettere sul mercato un sistema di IA ad alto rischio, gli importatori di tale sistema garantiscono che:

1. Prima di immettere sul mercato un sistema di IA ad alto rischio, gli importatori di tale sistema garantiscono che ***sia conforme al presente regolamento, provvedendo affinché***:

**Emendamento 378**

**Proposta di regolamento**

**Articolo 26 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) il fornitore di tale sistema di IA abbia eseguito ***l'appropriata*** procedura di valutazione della conformità;

1. il fornitore di tale sistema di IA abbia eseguito ***la pertinente*** procedura di valutazione della conformità ***di cui all'articolo 43***;

**Emendamento 379**

**Proposta di regolamento**

**Articolo 26 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. il fornitore abbia redatto la documentazione tecnica conformemente all'allegato IV;

b) il fornitore abbia redatto la documentazione tecnica conformemente ***all'articolo 11 e*** all'allegato IV;

**Emendamento 380**

**Proposta di regolamento**

**Articolo 26 – paragrafo 1 – lettera c bis (nuova)**

*Testo della Commissione Emendamento*

c bis) ove applicabile, il fornitore abbia nominato un rappresentante autorizzato conformemente all'articolo 25,

paragrafo 1.

**Emendamento 381**

**Proposta di regolamento Articolo 26 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Qualora ritenga o abbia motivo di ritenere che un sistema di IA ad alto rischio non sia conforme al presente regolamento, un importatore non lo immette sul mercato fino a quando tale sistema di IA non sia stato reso conforme. Qualora il sistema di IA ad alto rischio presenti un rischio ai sensi dell'articolo 65, paragrafo 1, l'importatore ne informa il fornitore del sistema di IA e le autorità di vigilanza del mercato.
2. Qualora ritenga o abbia motivo di ritenere che un sistema di IA ad alto rischio non sia conforme al presente regolamento, ***sia contraffatto o accompagnato da una documentazione falsificata,*** un importatore non lo immette sul mercato fino a quando tale sistema di IA non sia stato reso conforme. Qualora il sistema di IA ad alto rischio presenti un rischio ai sensi dell'articolo 65, paragrafo 1, l'importatore ne informa il fornitore del sistema di IA e le autorità di vigilanza del mercato.

**Emendamento 382**

**Proposta di regolamento Articolo 26 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Gli importatori indicano il loro nome, la loro denominazione commerciale registrata o il loro marchio registrato e l'indirizzo al quale possono essere contattati sul sistema di IA ad alto rischio ***oppure, ove ciò non sia possibile,*** sul suo imballaggio o in un documento di accompagnamento.

3. Gli importatori indicano il loro nome, la loro denominazione commerciale registrata o il loro marchio registrato e l'indirizzo al quale possono essere contattati sul sistema di IA ad alto rischio ***e*** sul suo imballaggio o in un documento di accompagnamento***, ove applicabile***.

**Emendamento 383**

**Proposta di regolamento Articolo 26 – paragrafo 5**

*Testo della Commissione Emendamento*

5. Gli importatori forniscono 5. Gli importatori forniscono

all'autorità nazionale competente, su richiesta motivata, tutte le informazioni e la documentazione necessarie per dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo in una lingua che può essere compresa facilmente da tale autorità ***nazionale competente***, compreso l'accesso ai log generati automaticamente dal sistema di IA ad alto rischio nella misura in cui tali log sono sotto il controllo del fornitore ***in virtù di un accordo contrattuale con l'utente o in forza di legge***. ***Essi cooperano inoltre con tali autorità in merito a qualsiasi azione intrapresa dall'autorità nazionale competente in relazione a tale sistema.***

all'autorità nazionale competente, su richiesta motivata, tutte le informazioni e la documentazione necessarie per dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo in una lingua che può essere compresa facilmente da tale autorità, compreso l'accesso ai log generati automaticamente dal sistema di IA ad alto rischio nella misura in cui tali log sono sotto il controllo del fornitore ***conformemente all'articolo 20***.

**Emendamento 384**

**Proposta di regolamento**

**Articolo 26 – paragrafo 5 bis (nuovo)**

*Testo della Commissione Emendamento*

5 bis. Gli importatori cooperano con l'autorità nazionale competente in merito a qualsiasi azione intrapresa da tale autorità per ridurre e attenuare i rischi presentati dal sistema di IA ad alto rischio.

**Emendamento 385**

**Proposta di regolamento Articolo 27 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Prima di mettere a disposizione sul mercato un sistema di IA ad alto rischio, i distributori verificano che il sistema di IA ad alto rischio rechi la necessaria marcatura CE di conformità, che sia accompagnato dalla documentazione e dalle istruzioni per l'uso necessarie e che il fornitore e l'importatore del sistema, a seconda dei casi, abbiano rispettato ***gli***

1. Prima di mettere a disposizione sul mercato un sistema di IA ad alto rischio, i distributori verificano che il sistema di IA ad alto rischio rechi la necessaria marcatura CE di conformità, che sia accompagnato dalla documentazione e dalle istruzioni per l'uso necessarie e che il fornitore e l'importatore del sistema, a seconda dei casi, abbiano rispettato ***i loro*** obblighi di cui al presente

obblighi di cui al presente regolamento. regolamento***, rispettivamente all'articolo 16***

e all'articolo 26, paragrafo 3.

**Emendamento 386**

**Proposta di regolamento Articolo 27 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Qualora ritenga o abbia motivo di ritenere che un sistema di IA ad alto rischio non sia conforme ai requisiti di cui al capo 2 del presente titolo, un distributore non lo mette a disposizione sul mercato fino a quando tale sistema di IA ad alto rischio non sia stato reso conforme a tali requisiti. Inoltre, qualora il sistema presenti un rischio ai sensi dell'articolo 65,

paragrafo 1, il distributore ne informa il fornitore o l'importatore del sistema, a seconda dei casi.

2. Qualora ritenga o abbia motivo di ritenere***, sulla base delle informazioni in suo possesso,*** che un sistema di IA ad alto rischio non sia conforme ai requisiti di cui al capo 2 del presente titolo, un distributore non lo mette a disposizione sul mercato fino a quando tale sistema di IA ad alto rischio non sia stato reso conforme a tali requisiti. Inoltre, qualora il sistema presenti un rischio ai sensi dell'articolo 65, paragrafo 1, il distributore ne informa il fornitore o l'importatore del sistema ***e la pertinente autorità nazionale competente***, a seconda dei casi.

**Emendamento 387**

**Proposta di regolamento Articolo 27 – paragrafo 4**

*Testo della Commissione Emendamento*

4. Un distributore che ritiene o ha motivo di ritenere che un sistema di IA ad alto rischio che ha messo a disposizione sul mercato non sia conforme ai requisiti di cui al capo 2 del presente titolo adotta le misure correttive necessarie per rendere tale sistema conforme a tali requisiti, ritirarlo o richiamarlo o garantisce che il fornitore, l'importatore o qualsiasi operatore pertinente, a seconda dei casi, adotti tali misure correttive. Qualora il sistema di IA ad alto rischio presenti un rischio ai sensi dell'articolo 65, paragrafo 1, il distributore ne informa immediatamente le autorità nazionali competenti degli Stati membri in cui ha messo il prodotto a disposizione, fornendo in

1. Un distributore che ritiene o ha motivo di ritenere***, sulla base delle informazioni in suo possesso,*** che un sistema di IA ad alto rischio che ha messo a disposizione sul mercato non sia conforme ai requisiti di cui al capo 2 del presente titolo adotta le misure correttive necessarie per rendere tale sistema conforme a tali requisiti, ritirarlo o richiamarlo o garantisce che il fornitore, l'importatore o qualsiasi operatore pertinente, a seconda dei casi, adotti tali misure correttive. Qualora il sistema di IA ad alto rischio presenti un rischio ai sensi dell'articolo 65, paragrafo 1, il distributore ne informa immediatamente ***il fornitore o l'importatore del sistema e*** le autorità

particolare informazioni precise sulla non conformità e sulle eventuali misure correttive adottate.

nazionali competenti degli Stati membri in cui ha messo il prodotto a disposizione, fornendo in particolare informazioni precise sulla non conformità e sulle eventuali misure correttive adottate.

**Emendamento 388**

**Proposta di regolamento Articolo 27 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Su richiesta motivata di un'autorità nazionale competente, i distributori di sistemi di IA ad alto rischio forniscono a tale autorità tutte le informazioni e la documentazione necessarie per dimostrare la conformità di un sistema ad alto rischio ai requisiti di cui al capo 2 del presente titolo. ***I distributori cooperano inoltre con tale autorità nazionale competente in merito a qualsiasi misura adottata da tale autorità.***

5. Su richiesta motivata di un'autorità nazionale competente, i distributori di sistemi di IA ad alto rischio forniscono a tale autorità tutte le informazioni e la documentazione ***in loro possesso o a loro disposizione, in conformità degli obblighi dei distributori di cui al paragrafo 1, che sono*** necessarie per dimostrare la conformità di un sistema ad alto rischio ai requisiti di cui al capo 2 del presente titolo.

**Emendamento 389**

**Proposta di regolamento**

**Articolo 27 – paragrafo 5 bis (nuovo)**

*Testo della Commissione Emendamento*

5 bis. I distributori cooperano con le autorità nazionali competenti in merito a qualsiasi azione intrapresa da dette autorità per ridurre e attenuare i rischi rappresentati dai sistemi di IA ad alto rischio.

**Emendamento 390**

**Proposta di regolamento Articolo 28 – titolo**

*Testo della Commissione Emendamento*

***Obblighi*** di distributori, importatori, ***utenti Responsabilità lungo la catena del valore***

***dell'IA*** di ***fornitori,*** distributori,

***e*** altri terzi importatori, ***operatori o*** altri terzi

**Emendamento 391 Proposta di regolamento**

**Articolo 28 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Qualsiasi distributore, importatore, ***utente*** o altro terzo è considerato un fornitore ai fini del presente regolamento ed è soggetto agli obblighi del fornitore a norma dell'articolo 16, nelle circostanze seguenti:

1. Qualsiasi distributore, importatore, ***operatore*** o altro terzo è considerato un fornitore ***di un sistema di IA ad alto rischio*** ai fini del presente regolamento ed è soggetto agli obblighi del fornitore a norma dell'articolo 16, nelle circostanze seguenti:

**Emendamento 392**

**Proposta di regolamento**

**Articolo 28 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) se ***immette sul mercato o mette in servizio*** un sistema di IA ad alto rischio ***con il loro nome*** o ***marchio***;

1. se ***appone il proprio nome o marchio su*** un sistema di IA ad alto rischio ***già immesso sul mercato*** o ***messo in servizio***;

**Emendamento 393**

**Proposta di regolamento**

**Articolo 28 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. se ***modifica la finalità prevista di*** un sistema di IA ad alto rischio già immesso sul mercato o messo in servizio;

b) se ***apporta una modifica sostanziale a*** un sistema di IA ad alto rischio già immesso sul mercato o ***già*** messo in servizio ***in modo che resti un sistema di IA ad alto rischio a norma dell'articolo 6***;

**Emendamento 394**

**Proposta di regolamento**

**Articolo 28 – paragrafo 1 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) se apporta una modifica sostanziale a un sistema di IA, anche uno per finalità generali, che non è stato classificato come ad alto rischio e che è già stato immesso sul mercato o messo in servizio in modo tale che il sistema di IA diventi un sistema di IA ad alto rischio a norma dell'articolo 6;

**Emendamento 395**

**Proposta di regolamento Articolo 28 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Qualora si verifichino le circostanze di cui al paragrafo 1, lettera ***b***) ***o c***), il fornitore che ha inizialmente immesso sul mercato o messo in servizio il sistema di IA ad alto rischio non è più considerato un fornitore ai fini del presente regolamento.

2. Qualora si verifichino le circostanze di cui al paragrafo 1, lettera ***da a***) ***a b bis***), il fornitore che ha inizialmente immesso sul mercato o messo in servizio il sistema di IA ad alto rischio non è più considerato un fornitore ***di quel determinato sistema di IA*** ai fini del presente regolamento. ***Tale ex fornitore fornisce al nuovo fornitore la documentazione tecnica e tutte le altre capacità informative pertinenti e ragionevolmente attese dal sistema di IA, l'accesso tecnico o assistenza di altro tipo basata sullo stato dell'arte generalmente riconosciuto che sono necessari per l'adempimento degli obblighi di cui al presente regolamento.***

Il presente paragrafo si applica anche ai fornitori di modelli di base quali definiti all'articolo 3 quando il modello di base è direttamente integrato in un sistema di IA ad alto rischio.

**Emendamento 396**

**Proposta di regolamento**

**Articolo 28 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. Il fornitore di un sistema di IA ad alto rischio e il terzo che fornisce strumenti, servizi, componenti o processi utilizzati o integrati nel sistema di IA ad alto rischio precisano, mediante accordo scritto, le informazioni, le capacità, l'accesso tecnico e o assistenza di altro tipo, sulla base dello stato dell'arte generalmente riconosciuto, che il terzo è tenuto a fornire per permettere al fornitore del sistema di IA ad alto rischio di adempiere pienamente agli obblighi di cui al presente regolamento.

La Commissione elabora e raccomanda clausole contrattuali tipo non vincolanti tra i fornitori di sistemi di IA ad alto rischio e i terzi che forniscono strumenti, servizi, componenti o processi utilizzati o integrati in sistemi di IA ad alto rischio, al fine di assistere entrambe le parti nell'elaborazione e nella negoziazione di contratti con diritti e obblighi contrattuali equilibrati, in linea con il grado di controllo di ciascuna parte. Nell'elaborare clausole contrattuali tipo non vincolanti, la Commissione tiene conto dei possibili requisiti contrattuali applicabili in determinati settori o casi commerciali. Le clausole contrattuali non vincolanti sono pubblicate e disponibili gratuitamente in un formato elettronico facilmente utilizzabile sul sito web dell'ufficio per l'IA.

**Emendamento 397 Proposta di regolamento**

**Articolo 28 – paragrafo 2 ter (nuovo)**

*Testo della Commissione Emendamento*

2 ter. Ai fini del presente articolo, i segreti commerciali sono preservati e sono comunicati soltanto a condizione che siano preventivamente adottate tutte le misure specifiche necessarie, conformemente alla direttiva UE 2016/943, per tutelarne la riservatezza, in particolare rispetto a terzi. All'occorrenza possono essere concordate opportune disposizioni tecniche e

organizzative per tutelare i diritti di proprietà intellettuale o i segreti commerciali.

**Emendamento 398**

**Proposta di regolamento Articolo 28 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 28 bis

Clausole contrattuali abusive imposte unilateralmente a una PMI o start-up

1. ***Una clausola contrattuale relativa alla fornitura di strumenti, servizi, componenti o processi utilizzati o integrati in un sistema di IA ad alto rischio o ai mezzi di ricorso per la violazione o la cessazione dei relativi obblighi imposti unilateralmente da un'impresa a una PMI o start-up non è vincolante per quest'ultima impresa se è abusiva.***
2. ***Una clausola contrattuale non dovrebbe essere considerata abusiva se deriva dal diritto dell'Unione vigente.***
3. ***Una clausola contrattuale è abusiva se è di natura tale da compromettere oggettivamente la capacità della parte cui la clausola è stata imposta unilateralmente di tutelare il suo legittimo interesse commerciale per le informazioni in questione o se il suo utilizzo si discosta gravemente dalle buone prassi commerciali nella fornitura di strumenti, servizi, componenti o processi che sono utilizzati o integrati in un sistema di IA ad alto rischio, in contrasto con la buona fede e la lealtà, o crea un sostanziale squilibrio tra i diritti e gli obblighi delle parti contrattuali. Una clausola contrattuale è abusiva anche se ha l'effetto di trasferire tra le parti contrattuali le sanzioni di cui all'articolo 71 o le relative spese di contenzioso di cui all'articolo 71, paragrafo 8.***
4. ***Una clausola contrattuale è abusiva ai fini del presente articolo se ha per oggetto o effetto di:***
5. ***escludere o limitare la responsabilità della parte che ha imposto unilateralmente la clausola in caso di atti intenzionali o negligenza grave;***
6. ***escludere i mezzi di ricorso a disposizione della parte alla quale la clausola è stata imposta unilateralmente in caso di inadempimento degli obblighi contrattuali o la responsabilità della parte che ha imposto unilateralmente la clausola in caso di violazione di tali obblighi;***
7. ***conferire alla parte che ha imposto unilateralmente la clausola il diritto esclusivo di determinare se la documentazione tecnica e i dati forniti sono conformi al contratto o di interpretare una qualsiasi clausola del contratto.***
8. ***Una clausola contrattuale è ritenuta imposta unilateralmente ai sensi del presente articolo se è stata inserita da una parte contraente senza che l'altra parte sia stata in grado di influenzarne il contenuto malgrado un tentativo di negoziarla. Alla parte contraente che ha inserito una clausola contrattuale incombe l'onere di provare che tale clausola non è stata imposta unilateralmente.***
9. ***Se la clausola contrattuale abusiva è scindibile dalle altre clausole contrattuali, le clausole rimanenti mantengono carattere vincolante. La parte che ha stabilito la clausola controversa non può sostenere che si tratta di una clausola abusiva.***
10. ***Il presente articolo si applica a tutti i nuovi contratti entrati in vigore dopo ... [data di entrata in vigore del presente regolamento]. Le imprese riesaminano gli obblighi contrattuali esistenti soggetti al presente regolamento entro … [tre anni dalla data di entrata in vigore del presente regolamento].***
11. ***Data la rapidità con cui si verificano le innovazioni sui mercati, l'elenco delle clausole contrattuali abusive di cui all'articolo 28 bis è riesaminato periodicamente dalla Commissione e, se necessario, è aggiornato alla luce delle nuove prassi commerciali.***

**Emendamento 399**

**Proposta di regolamento Articolo 28 ter (nuovo)**

*Testo della Commissione Emendamento*

Articolo 28 ter

Obblighi del fornitore di un modello di base

1. ***Un fornitore di un modello di base, prima di metterlo a disposizione sul mercato o di metterlo in servizio, garantisce che sia conforme ai requisiti previsti dal presente articolo, a prescindere dal fatto che sia fornito come modello autonomo o integrato in un sistema di IA o in un prodotto, o fornito su licenza gratuita e open source, come servizio, nonché altri canali di distribuzione.***
2. ***Ai fini del paragrafo 1 il fornitore di un modello di base:***
3. ***dimostra, mediante progettazione, prove e analisi adeguate, l'individuazione, la riduzione e l'attenuazione dei rischi ragionevolmente prevedibili per la salute, la sicurezza, i diritti fondamentali, l'ambiente, la democrazia e lo Stato di diritto, prima e durante lo sviluppo, con metodi adeguati, ad esempio con il coinvolgimento di esperti indipendenti, nonché la documentazione dei restanti rischi non attenuabili dopo lo sviluppo;***
4. ***elabora e incorpora soltanto insiemi di dati soggetti a idonee misure di governance dei dati per i modelli di base, in particolare misure per esaminare l'adeguatezza delle fonti di dati ed eventuali distorsioni e un'opportuna attenuazione;***
5. ***progetta e sviluppa il modello di base al fine di conseguire, durante l'intero ciclo di vita, opportuni livelli di prestazioni, prevedibilità, interpretabilità, corregibilità, protezione e cibersicurezza, valutati mediante metodi adeguati quali la valutazione dei modelli con la partecipazione di esperti indipendenti,***

analisi documentate e test approfonditi nelle fasi di concettualizzazione, progettazione e sviluppo;

1. ***progetta e sviluppa il modello di base, avvalendosi delle norme applicabili per ridurre l'uso di energia, l'uso di risorse e i rifiuti, nonché per aumentare l'efficienza energetica e l'efficienza complessiva del sistema, fatto salvo la vigente normativa dell'Unione e nazionale in materia. Tale obbligo non si applica prima della pubblicazione delle norme di cui all'articolo 40. I modelli di base sono progettati con capacità che consentono la misurazione e la registrazione del consumo di energia e risorse e, se tecnicamente fattibile, degli altri effetti ambientali che l'adozione e l'utilizzo dei sistemi può avere sul loro intero ciclo di vita;***
2. ***redige un'ampia documentazione tecnica e istruzioni per l'uso intelligibili per consentire ai fornitori a valle di adempiere agli obblighi di cui all'articolo 16 e all'articolo 28, paragrafo 1;***
3. ***pone in essere un sistema di gestione della qualità per garantire e documentare la conformità al presente articolo, con la possibilità di testare il rispetto del presente requisito;***
4. ***registra tale modello di base nella banca dati dell'UE di cui all'articolo 60, conformemente alle istruzioni di cui all'allegato VIII, lettera C.***

Nel soddisfare tali requisiti si tiene conto dello stato dell'arte generalmente riconosciuto, anche come indicato nelle pertinenti norme armonizzate o nelle specifiche comuni, nonché dei più recenti metodi di valutazione e misurazione, rispecchiati in particolare negli orientamenti e nelle capacità di analisi comparativa di cui all'articolo 58 bis;

1. ***Per un periodo che si conclude 10 anni dopo l'immissione sul mercato o la messa in servizio del sistema di IA i fornitori dei modelli di base tengono la documentazione tecnica di cui al paragrafo 2, lettera e), a disposizione delle autorità nazionali***

competenti.

1. ***Inoltre, i fornitori di modelli di base utilizzati nei sistemi di IA destinati espressamente a generare, con diversi livelli di autonomia, contenuti quali testi complessi, immagini, audio o video ("IA generativa") e i fornitori specializzati nella trasformazione di un modello di base in un sistema di IA generativa:***
2. ***adempiono agli obblighi di trasparenza di cui all'articolo 52, paragrafo 1,***
3. ***formano e, se del caso, progettano e sviluppano il modello di base in modo da assicurare opportune garanzie contro la generazione di contenuti che violano il diritto dell'Unione, in linea con lo stato dell'arte generalmente riconosciuto e fatti salvi i diritti fondamentali, compresa la libertà di espressione;***
4. ***fatta salva la normativa dell'Unione o nazionale in materia di diritto d'autore, documentano e mettono a disposizione del pubblico una sintesi sufficientemente dettagliata dell'uso dei dati sulla formazione protetti da diritto d'autore.***

**Emendamento 400**

**Proposta di regolamento Articolo 29 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Gli ***utenti*** di sistemi di IA ad alto rischio ***usano*** tali sistemi conformemente alle istruzioni per l'uso che accompagnano i sistemi, a norma dei paragrafi 2 e 5.

1. Gli ***operatori*** di sistemi di IA ad alto rischio ***adottano idonee misure tecniche e organizzative per garantire di utilizzare*** tali sistemi conformemente alle istruzioni per l'uso che accompagnano i sistemi, a norma dei paragrafi 2 e 5.

**Emendamento 401 Proposta di regolamento**

**Articolo 29 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Nella misura in cui esercitano un controllo sul sistema di IA ad alto rischio, gli operatori:

1. ***attuano la sorveglianza umana conformemente ai requisiti stabiliti nel presente regolamento;***
2. ***garantiscono che le persone fisiche preposte ad assicurare la sorveglianza umana dei sistemi di IA ad alto rischio siano competenti, adeguatamente qualificate e formate e dispongano delle risorse necessarie per assicurare l'efficace supervisione del sistema di IA a norma dell'articolo 14;***
3. ***garantiscono che le misure pertinenti e adeguate in materia di robustezza e cibersicurezza siano periodicamente monitorate per verificarne l'efficacia e siano periodicamente adeguate o aggiornate.***

**Emendamento 402**

**Proposta di regolamento Articolo 29 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Gli obblighi di cui ***al paragrafo*** 1 lasciano impregiudicati gli altri obblighi degli ***utenti*** previsti dal diritto dell'Unione o nazionale e la discrezionalità ***dell'utente*** nell'organizzare le proprie risorse e attività al fine di attuare le misure di sorveglianza umana indicate dal fornitore.
2. Gli obblighi di cui ***ai paragrafi*** 1 ***e***

***1 bis*** lasciano impregiudicati gli altri obblighi degli ***operatori*** previsti dal diritto dell'Unione o nazionale e la discrezionalità ***dell'operatore*** nell'organizzare le proprie risorse e attività al fine di attuare le misure di sorveglianza umana indicate dal fornitore.

**Emendamento 403**

**Proposta di regolamento Articolo 29 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Fatto salvo ***il paragrafo*** 1, nella misura in cui esercita il controllo sui dati di
2. Fatto salvo ***i paragrafi 1 e*** 1 ***bis***, nella misura in cui esercita il controllo sui dati di

input, ***l'utente*** garantisce che tali dati di input siano pertinenti alla luce della finalità prevista del sistema di IA ad alto rischio.

input, ***l'operatore*** garantisce che tali dati di input siano pertinenti ***e sufficientemente rappresentativi*** alla luce della finalità prevista del sistema di IA ad alto rischio.

**Emendamento 404**

**Proposta di regolamento**

**Articolo 29 – paragrafo 4 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Gli ***utenti*** monitorano il funzionamento del sistema di IA ad alto rischio sulla base delle istruzioni per l'uso. Se hanno motivo di ritenere che l'uso in conformità alle istruzioni per l'uso possa far sì che il sistema di IA presenti un rischio ai sensi dell'articolo 65,

paragrafo 1, ne informano il fornitore o il distributore e sospendono l'uso del sistema. Essi informano inoltre il fornitore o il distributore qualora abbiano individuato un incidente grave o un malfunzionamento ai sensi dell'articolo 62 e interrompono l'uso del sistema di IA. Nel caso in cui ***l'utente*** non sia in grado di raggiungere il fornitore, si applica mutatis mutandis l'articolo 62.

1. Gli ***operatori*** monitorano il funzionamento del sistema di IA ad alto rischio sulla base delle istruzioni per l'uso ***e, se del caso, informano i fornitori a tale riguardo conformemente all'articolo 61***. Se hanno motivo di ritenere che l'uso in conformità alle istruzioni per l'uso possa far sì che il sistema di IA presenti un rischio ai sensi dell'articolo 65, paragrafo 1, ne informano ***senza indebito ritardo*** il fornitore o il distributore e ***le competenti autorità nazionali di controllo e*** sospendono l'uso del sistema. Essi informano ***immediatamente*** inoltre***, in primo luogo,*** il fornitore ***e, successivamente, l'importatore*** o il distributore ***e le competenti autorità nazionali di controllo*** qualora abbiano individuato un incidente grave o un malfunzionamento ai sensi dell'articolo 62 e interrompono l'uso del sistema di IA. Nel caso in cui ***l'operatore*** non sia in grado di raggiungere il fornitore, si applica mutatis mutandis l'articolo 62.

**Emendamento 405**

**Proposta di regolamento**

**Articolo 29 – paragrafo 4 – comma 1**

*Testo della Commissione Emendamento*

Per gli ***utenti*** che sono enti creditizi disciplinati dalla direttiva 2013/36/UE, l'obbligo di cui al primo comma si considera soddisfatto se sono rispettate le regole sui dispositivi, i processi e i

Per gli ***operatori*** che sono enti creditizi disciplinati dalla direttiva 2013/36/UE, l'obbligo di cui al primo comma si considera soddisfatto se sono rispettate le regole sui dispositivi, i processi e i

meccanismi di governance interna di cui all'articolo 74 di tale direttiva.

meccanismi di governance interna di cui all'articolo 74 di tale direttiva.

**Emendamento 406 Proposta di regolamento**

**Articolo 29 – paragrafo 5 – comma 1**

*Testo della Commissione Emendamento*

1. Gli ***utenti*** di sistemi di IA ad alto rischio conservano i log generati automaticamente dai loro sistemi di IA ad alto rischio, nella misura in cui tali log sono sotto il loro controllo. I log sono conservati per un periodo adeguato ***alla luce della*** finalità prevista del sistema di IA ad alto rischio e ***degli obblighi giuridici applicabili a norma del diritto dell'Unione o nazionale***.
2. Gli ***operatori*** di sistemi di IA ad alto rischio conservano i log generati automaticamente dai loro sistemi di IA ad alto rischio, nella misura in cui tali log sono sotto il loro controllo ***e sono necessari per garantire e dimostrare la conformità al presente regolamento, per audit ex post di qualsiasi malfunzionamento, incidente o uso improprio ragionevolmente prevedibili del sistema, o per garantire e monitorare il corretto funzionamento del sistema durante il suo intero ciclo di vita***. ***Fatto salvo il diritto dell'Unione o nazionale applicabile,*** i log sono conservati per un periodo ***minimo di sei mesi. Il periodo di conservazione è conforme alle norme del settore*** e adeguato ***alla*** finalità prevista del sistema di IA ad alto rischio.

**Emendamento 407**

**Proposta di regolamento**

**Articolo 29 – paragrafo 5 – comma 2**

*Testo della Commissione Emendamento*

Gli ***utenti*** che sono enti creditizi disciplinati dalla direttiva 2013/36/UE mantengono i log nell'ambito della documentazione riguardante i dispositivi, i processi e i meccanismi di governance interna di cui all'articolo 74 di tale direttiva.

Gli ***operatori*** che sono enti creditizi disciplinati dalla direttiva 2013/36/UE mantengono i log nell'ambito della documentazione riguardante i dispositivi, i processi e i meccanismi di governance interna di cui all'articolo 74 di tale direttiva.

**Emendamento 408**

**Proposta di regolamento**

**Articolo 29 – paragrafo 5 bis (nuovo)**

*Testo della Commissione Emendamento*

5 bis. Prima di mettere in servizio o utilizzare un sistema di IA ad alto rischio sul luogo di lavoro, gli operatori consultano i rappresentanti dei lavoratori allo scopo di trovare un accordo a norma della direttiva 2002/14/CE e informano i dipendenti interessati che saranno soggetti al sistema.

**Emendamento 409 Proposta di regolamento**

**Articolo 29 – paragrafo 5 ter (nuovo)**

*Testo della Commissione Emendamento*

1. ***ter. Gli operatori di sistemi di IA ad alto rischio che sono autorità pubbliche o istituzioni, organi e organismi o imprese di cui all'articolo 51, paragrafo 1bis, lettera b), dell'Unione adempiono agli obblighi di registrazione di cui all'articolo 51.***

**Emendamento 410**

**Proposta di regolamento Articolo 29 – paragrafo 6**

*Testo della Commissione Emendamento*

1. Gli ***utenti*** di sistemi di IA ad alto rischio usano le informazioni fornite a norma dell'articolo 13 per adempiere al loro obbligo di effettuare una valutazione d'impatto sulla protezione dei dati a norma dell'articolo 35 del regolamento (UE) 2016/679 o dell'articolo 27 della direttiva (UE) 2016/680, ***ove applicabile***.
2. ***Ove applicabile,*** gli ***operatori*** di sistemi di IA ad alto rischio usano le informazioni fornite a norma dell'articolo 13 per adempiere al loro obbligo di effettuare una valutazione d'impatto sulla protezione dei dati a norma dell'articolo 35 del regolamento (UE) 2016/679 o dell'articolo 27 della direttiva (UE) 2016/680, ***di cui si pubblica una sintesi tenendo conto dell'impiego specifico e del contesto specifico in cui il sistema di IA deve operare***. ***Gli operatori possono ritornare in parte a tali valutazioni d'impatto sulla protezione dei dati per adempiere ad alcuni degli obblighi di cui al presente articolo, nella misura in cui la***

valutazione d'impatto sulla protezione dei dati rispetta tali obblighi.

**Emendamento 411**

**Proposta di regolamento**

**Articolo 29 – paragrafo 6 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Fatto salvo l'articolo 52, gli operatori dei sistemi di IA ad alto rischio di cui all'allegato III, che adottano decisioni o assistono nell'adozione di decisioni che riguardano persone fisiche, informano queste ultime che sono soggette all'uso del sistema di IA ad alto rischio. Tale informazione la finalità prevista e il tipo di decisioni adottate.***

L'operatore informa inoltre la persona fisica del suo diritto alla spiegazione di cui all'articolo 68 quater.

**Emendamento 412 Proposta di regolamento**

**Articolo 29 – paragrafo 6 ter (nuovo)**

*Testo della Commissione Emendamento*

6 ter. Gli operatori cooperano con le autorità nazionali competenti in merito a qualsiasi azione intrapresa da dette autorità in relazione al sistema ad alto rischio ai fini dell'attuazione del presente regolamento.

**Emendamento 413**

**Proposta di regolamento Articolo 29 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 29 bis Valutazione d'impatto sui diritti

fondamentali per i sistemi di IA ad alto rischio

Prima di mettere in servizio un sistema di IA ad alto rischio quale definito all'articolo 6, paragrafo 2, ad eccezione dei sistemi di IA destinati ad essere utilizzati nel settore 2 dell'allegato III, gli operatori effettuano una valutazione dell'impatto dei sistemi nel contesto specifico di impiego. Tale valutazione comprende, almeno, i seguenti elementi:

1. ***una chiara descrizione della finalità prevista per la quale verrà utilizzato il sistema;***
2. ***una chiara descrizione dell'ambito geografico e temporale previsto per l'uso del sistema;***
3. ***le categorie di persone fisiche e gruppi verosimilmente interessati dall'uso del sistema;***
4. ***la verifica che l'uso del sistema è conforme al diritto dell'Unione e nazionale in materia di diritti fondamentali;***
5. ***l'impatto ragionevolmente prevedibile sui diritti fondamentali di mettere in servizio il sistema di IA ad alto rischio;***
6. ***determinati rischi di danno suscettibili di incidere sulle persone emarginate o sui gruppi vulnerabili;***
7. ***l'impatto negativo ragionevolmente prevedibile dell'utilizzo del sistema sull'ambiente;***
8. ***un piano dettagliato su come saranno attenuati i danni o l'impatto negativo sui diritti fondamentali individuati;***

j) il sistema di governance che sarà messo in atto dall'operatore, compresa la supervisione umana, la gestione dei reclami e i mezzi di ricorso.

* 1. ***Qualora non possa essere individuato un piano dettagliato per attenuare i rischi identificati nel corso della valutazione di cui al paragrafo 1, l'operatore si astiene dal mettere in servizio il sistema di IA ad alto rischio e informa senza indebito ritardo il***

fornitore e l'autorità nazionale di controllo. Le autorità nazionali di controllo, a norma degli articoli 65 e 67, tengono conto di tali informazioni quando conducono indagini sui sistemi che presentano un rischio a livello nazionale.

* 1. ***L'obbligo di cui al paragrafo 1 si applica al nuovo uso del sistema di IA ad alto rischio. L'operatore può, in casi analoghi, ispirarsi da una valutazione d'impatto sui diritti fondamentali effettuata in precedenza o da una valutazione esistente effettuata dai fornitori. Se, durante l'uso del sistema di IA ad alto rischio, ritiene che non siano più soddisfatti i criteri di cui al paragrafo 1, l'operatore effettua una nuova valutazione d'impatto sui diritti fondamentali.***
  2. ***Nel corso della valutazione d'impatto, l'operatore, ad eccezione delle PMI, informa l'autorità nazionale di controllo e i pertinenti portatori di interessi e coinvolge, nella misura del possibile, i rappresentanti delle persone o dei gruppi di persone suscettibili di essere interessate dal sistema di IA ad alto rischio, individuati al paragrafo 1, compresi, tra l'altro: gli organismi per la parità, le agenzie di protezione dei consumatori, le parti sociali e le agenzie di protezione dei dati, al fine di ricevere un contributo alla valutazione d'impatto. Per ricevere una risposta degli organismi l'operatore concede un periodo di sei settimane. Le PMI possono applicare le disposizioni di cui al presente paragrafo su base volontaria.***

Nel caso di cui all'articolo 47, paragrafo 1, le autorità pubbliche possono essere esentate da tali obblighi.

* 1. ***L'operatore che è un'autorità pubblica o un'impresa di cui all'articolo 51, paragrafo 1 bis, lettera b, pubblica una sintesi dei risultati della valutazione d'impatto nell'ambito della registrazione dell'uso ai sensi dell'obbligo di cui all'articolo 51, paragrafo 2.***
  2. ***Qualora all'operatore sia già stato richiesto di svolgere una valutazione d'impatto sulla protezione dei dati a norma***

dell'articolo 35 del regolamento (UE) 2016/679 o dell'articolo 27 della direttiva (UE) 2016/680, la valutazione d'impatto sui diritti fondamentali di cui al paragrafo 1 è condotta insieme alla valutazione d'impatto sulla protezione dei dati. La valutazione d'impatto sulla protezione dei dati è pubblicata come addendum.

**Emendamento 414**

**Proposta di regolamento Articolo 30 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Ciascuno Stato membro designa o istituisce un'autorità di notifica responsabile della predisposizione e dell'esecuzione delle procedure necessarie per la valutazione, la designazione e la notifica degli organismi di valutazione della conformità e per il loro monitoraggio.

1. Ciascuno Stato membro designa o istituisce un'autorità di notifica responsabile della predisposizione e dell'esecuzione delle procedure necessarie per la valutazione, la designazione e la notifica degli organismi di valutazione della conformità e per il loro monitoraggio. ***Tali procedure sono sviluppate nell'ambito della collaborazione tra le autorità di notifica di tutti gli Stati membri.***

**Emendamento 415**

**Proposta di regolamento Articolo 30 – paragrafo 7**

*Testo della Commissione Emendamento*

7. Le autorità di notifica dispongono di un numero sufficiente di dipendenti competenti per l'adeguata esecuzione dei relativi compiti.

1. Le autorità di notifica dispongono di un numero sufficiente di dipendenti competenti per l'adeguata esecuzione dei relativi compiti. ***Se del caso, il personale competente possiede le competenze necessarie, ad esempio una laurea in un settore giuridico appropriato, ai fini del controllo dei diritti fondamentali sanciti dalla Carta dei diritti fondamentali dell'Unione europea.***

**Emendamento 416**

**Proposta di regolamento Articolo 30 – paragrafo 8**

*Testo della Commissione Emendamento*

1. Le autorità di notifica si accertano che le valutazioni della conformità siano effettuate in modo proporzionato, evitando oneri inutili per i fornitori, e che gli organismi notificati svolgano le loro attività tenendo debitamente conto delle dimensioni di un'impresa, del settore in cui opera, della sua struttura e del grado di complessità del sistema di IA in questione.

8. Le autorità di notifica si accertano che le valutazioni della conformità siano effettuate in modo proporzionato ***e tempestivo***, evitando oneri inutili per i fornitori, e che gli organismi notificati svolgano le loro attività tenendo debitamente conto delle dimensioni di un'impresa, del settore in cui opera, della sua struttura e del grado di complessità del sistema di IA in questione. ***Si presta particolare attenzione alla riduzione al minimo degli oneri amministrativi e dei costi di conformità per le microimprese e le piccole imprese quali definite nell'allegato alla raccomandazione 2003/361/CE della Commissione.***

**Emendamento 417**

**Proposta di regolamento Articolo 32 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Le autorità di notifica ***possono notificare*** solo gli organismi di valutazione della conformità che soddisfino i requisiti di cui all'articolo 33.

1. Le autorità di notifica ***notificano*** solo gli organismi di valutazione della conformità che soddisfino i requisiti di cui all'articolo 33.

**Emendamento 418**

**Proposta di regolamento Articolo 32 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Le autorità di notifica notificano la Commissione e gli altri Stati membri utilizzando lo strumento elettronico di notifica elaborato e gestito dalla Commissione.
2. Le autorità di notifica notificano la Commissione e gli altri Stati membri utilizzando lo strumento elettronico di notifica elaborato e gestito dalla Commissione***, di ciascun organismo di valutazione della conformità di cui al paragrafo 1***.

**Emendamento 419**

**Proposta di regolamento Articolo 32 – paragrafo 3**

*Testo della Commissione Emendamento*

1. La notifica include tutti i dettagli delle attività di valutazione della conformità, del modulo o dei moduli di valutazione della conformità e delle tecnologie di intelligenza artificiale interessate.
2. La notifica ***di cui al paragrafo 2*** include tutti i dettagli delle attività di valutazione della conformità, del modulo o dei moduli di valutazione della conformità e delle tecnologie di intelligenza artificiale interessate***, nonché la relativa attestazione di competenza***.

**Emendamento 420**

**Proposta di regolamento Articolo 32 – paragrafo 4**

*Testo della Commissione Emendamento*

1. L'organismo di valutazione della conformità interessato può eseguire le attività di un organismo notificato solo se non sono sollevate obiezioni da parte della Commissione o degli altri Stati membri entro un ***mese*** dalla notifica.

4. L'organismo di valutazione della conformità interessato può eseguire le attività di un organismo notificato solo se non sono sollevate obiezioni da parte della Commissione o degli altri Stati membri entro ***due settimane*** dalla ***convalida della*** notifica***, qualora essa includa*** un ***certificato di accreditamento di cui all'articolo 31, paragrafo 2, o entro due mesi*** dalla notifica ***qualora essa includa le prove documentali di cui all'articolo 31, paragrafo 3***.

**Emendamento 421**

**Proposta di regolamento**

**Articolo 32 – paragrafo 4 bis (nuovo)**

*Testo della Commissione Emendamento*

4 bis. Se sono sollevate obiezioni, la Commissione avvia senza ritardo consultazioni con gli Stati membri pertinenti e l'organismo di valutazione della conformità. In seguito a tale consultazione

la Commissione decide se l'autorizzazione è giustificata o meno. La Commissione trasmette la propria decisione allo Stato membro interessato e all'organismo di valutazione della conformità pertinente.

**Emendamento 422**

**Proposta di regolamento**

**Articolo 32 – paragrafo 4 ter (nuovo)**

*Testo della Commissione Emendamento*

4 ter. Gli Stati membri notificano alla Commissione e agli altri Stati membri gli organismi preposti alla valutazione di conformità.

**Emendamento 423**

**Proposta di regolamento Articolo 33 – paragrafo 2**

*Testo della Commissione Emendamento*

2. Gli organismi notificati soddisfano i requisiti organizzativi, di gestione della qualità e relativi alle risorse e ai processi necessari all'assolvimento dei loro compiti.

2. Gli organismi notificati soddisfano i requisiti organizzativi, di gestione della qualità e relativi alle risorse e ai processi necessari all'assolvimento dei loro compiti***, nonché i requisiti minimi di cibersicurezza stabiliti per gli enti della pubblica amministrazione identificati come operatori di servizi essenziali a norma della direttiva (UE) 2022/2555***.

**Emendamento 424**

**Proposta di regolamento Articolo 33 – paragrafo 4**

*Testo della Commissione Emendamento*

4. Gli organismi notificati sono indipendenti dal fornitore di un sistema di IA ad alto rischio in relazione al quale svolgono attività di valutazione della conformità. Gli organismi notificati sono

4. Gli organismi notificati sono indipendenti dal fornitore di un sistema di IA ad alto rischio in relazione al quale svolgono attività di valutazione della conformità. Gli organismi notificati sono inoltre indipendenti

inoltre indipendenti da qualsiasi altro operatore avente un interesse economico nel sistema di IA ad alto rischio oggetto della valutazione, nonché da eventuali concorrenti del fornitore.

da qualsiasi altro operatore avente un interesse economico nel sistema di IA ad alto rischio oggetto della valutazione, nonché da eventuali concorrenti del fornitore. ***Ciò non preclude l'uso dei sistemi di IA valutati che sono necessari per il funzionamento dell'organismo di valutazione della conformità o l'uso di tali sistemi per scopi privati.***

**Emendamento 425**

**Proposta di regolamento**

**Articolo 33 – paragrafo 4 bis (nuovo)**

*Testo della Commissione Emendamento*

4 bis. La valutazione della conformità a norma del paragrafo 1 è effettuata dai dipendenti di organismi notificati che non hanno prestato nessun altro servizio connesso alla questione valutata diverso dalla valutazione della conformità al fornitore di un sistema di IA ad alto rischio né a persone giuridiche collegate a tale fornitore nei 12 mesi precedenti la valutazione e si sono impegnati a non fornire tali servizi nei 12 mesi successivi al completamento della valutazione.

**Emendamento 426**

**Proposta di regolamento Articolo 33 – paragrafo 6**

*Testo della Commissione Emendamento*

6. Gli organismi notificati dispongono di procedure documentate per garantire che il loro personale, i loro comitati, affiliate, subappaltatori e qualsiasi altra organizzazione associata o il personale di organismi esterni rispettino la riservatezza delle informazioni di cui vengono in possesso nello svolgimento delle attività di valutazione della conformità, salvo quando la legge ne prescriva la divulgazione. Il personale degli organismi notificati è

6. Gli organismi notificati dispongono di procedure documentate per garantire che il loro personale, i loro comitati, affiliate, subappaltatori e qualsiasi altra organizzazione associata o il personale di organismi esterni rispettino la riservatezza delle informazioni di cui vengono in possesso nello svolgimento delle attività di valutazione della conformità, salvo quando la legge ne prescriva la divulgazione. Il personale degli organismi notificati è tenuto a osservare il

tenuto a osservare il segreto professionale riguardo a tutte le informazioni ottenute nello svolgimento dei suoi compiti a norma del presente regolamento, tranne che nei confronti delle autorità di notifica dello Stato membro in cui svolge le sue attività.

segreto professionale riguardo a tutte le informazioni ottenute nello svolgimento dei suoi compiti a norma del presente regolamento, tranne che nei confronti delle autorità di notifica dello Stato membro in cui svolge le sue attività. ***Qualsiasi informazione e documentazione ottenuta dagli organismi notificati a norma delle disposizioni del presente articolo è trattata nel rispetto degli obblighi di riservatezza di cui all'articolo 70.***

**Emendamento 427**

**Proposta di regolamento Articolo 34 – paragrafo 3**

*Testo della Commissione Emendamento*

3. Le attività possono essere subappaltate o eseguite da un'affiliata solo con il consenso del fornitore.

1. Le attività possono essere subappaltate o eseguite da un'affiliata solo con il consenso del fornitore. ***Gli organismi notificati mettono a disposizione del pubblico un elenco delle loro affiliate.***

**Emendamento 428**

**Proposta di regolamento Articolo 34 – paragrafo 4**

*Testo della Commissione Emendamento*

1. Gli organismi notificati tengono a disposizione dell'autorità di notifica i documenti pertinenti riguardanti la ***valutazione*** delle qualifiche del subappaltatore o dell'affiliata e il lavoro da essi eseguito a norma del presente regolamento.

4. Gli organismi notificati tengono a disposizione dell'autorità di notifica i documenti pertinenti riguardanti la ***verifica*** delle qualifiche del subappaltatore o dell'affiliata e il lavoro da essi eseguito a norma del presente regolamento.

**Emendamento 429**

**Proposta di regolamento Articolo 35 – titolo**

*Testo della Commissione Emendamento*

Numeri di identificazione e liste di organismi notificati ***designati a norma del***

Numeri di identificazione e liste di

***presente regolamento*** organismi notificati

**Emendamento 430**

**Proposta di regolamento Articolo 36 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Qualora un'autorità di notifica sospetti o sia stata informata del fatto che un organismo notificato non soddisfa più i requisiti di cui all'articolo 33 o non adempie i suoi obblighi, tale autorità indaga senza ritardo sulla questione con la massima diligenza. In tale contesto, essa informa l'organismo notificato interessato in merito alle obiezioni sollevate e gli dà la possibilità di esprimere il suo punto di vista. Se l'autorità di notifica conclude che l'organismo notificato ***su cui ha condotto le indagini*** non soddisfa più i requisiti di cui all'articolo 33 o non adempie i suoi obblighi, tale autorità limita, sospende o ritira la notifica, a seconda dei casi, in funzione della gravità dell'inadempimento. Essa inoltre ne informa immediatamente la Commissione e gli altri Stati membri.

1. Qualora un'autorità di notifica sospetti o sia stata informata del fatto che un organismo notificato non soddisfa più i requisiti di cui all'articolo 33 o non adempie i suoi obblighi, tale autorità indaga senza ritardo sulla questione con la massima diligenza. In tale contesto, essa informa l'organismo notificato interessato in merito alle obiezioni sollevate e gli dà la possibilità di esprimere il suo punto di vista. Se l'autorità di notifica conclude che l'organismo notificato non soddisfa più i requisiti di cui all'articolo 33 o non adempie i suoi obblighi, tale autorità limita, sospende o ritira la notifica, a seconda dei casi, in funzione della gravità dell'inadempimento. Essa inoltre ne informa immediatamente la Commissione e gli altri Stati membri.

**Emendamento 431**

**Proposta di regolamento Articolo 36 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Nei casi di limitazione, sospensione o ritiro della notifica, oppure di cessazione dell'attività dell'organismo notificato, l'autorità di notifica adotta le misure appropriate per garantire che le pratiche di tale organismo notificato siano evase da un altro organismo notificato o siano tenute a disposizione delle autorità di notifica responsabili, su loro richiesta.

2. Nei casi di limitazione, sospensione o ritiro della notifica, oppure di cessazione dell'attività dell'organismo notificato, l'autorità di notifica adotta le misure appropriate per garantire che le pratiche di tale organismo notificato siano evase da un altro organismo notificato o siano tenute a disposizione delle autorità di notifica responsabili, ***nonché dell'autorità di vigilanza del mercato,*** su loro richiesta.

**Emendamento 432**

**Proposta di regolamento Articolo 37 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Ove necessario, la Commissione indaga su tutti i casi in cui vi siano motivi di dubitare della ***conformità*** di un organismo notificato ai requisiti ***di cui all'articolo 33***.

1. Ove necessario, la Commissione indaga su tutti i casi in cui vi siano motivi di dubitare della ***competenza di un organismo notificato o della continua ottemperanza*** di un organismo notificato ai requisiti ***e alle responsabilità applicabili***.

**Emendamento 433**

**Proposta di regolamento Articolo 37 – paragrafo 2**

*Testo della Commissione Emendamento*

1. L'autorità di notifica fornisce alla Commissione, su richiesta, tutte le informazioni relative alla notifica dell'organismo notificato interessato.
2. L'autorità di notifica fornisce alla Commissione, su richiesta, tutte le informazioni relative alla notifica ***o al mantenimento della competenza*** dell'organismo notificato interessato.

**Emendamento 434**

**Proposta di regolamento Articolo 37 – paragrafo 3**

*Testo della Commissione Emendamento*

1. La Commissione provvede affinché tutte le informazioni ***riservate*** ottenute nel corso delle sue indagini a norma del presente articolo siano trattate in maniera riservata.
2. La Commissione provvede affinché tutte le informazioni ***sensibili*** ottenute nel corso delle sue indagini a norma del presente articolo siano trattate in maniera riservata.

**Emendamento 435**

**Proposta di regolamento Articolo 37 – paragrafo 4**

*Testo della Commissione Emendamento*

1. La Commissione, qualora accerti che un organismo notificato non soddisfa o non soddisfa più i requisiti ***di cui all'articolo 33***, ***adotta una decisione motivata con cui chiede allo*** Stato membro notificante di adottare le misure correttive necessarie, ***compreso*** il ritiro della notifica. Tale atto di esecuzione è adottato in conformità alla procedura d'esame di cui all'articolo 74, paragrafo 2.

4. La Commissione, qualora accerti che un organismo notificato non soddisfa o non soddisfa più i requisiti ***per la sua notifica***, ***informa di conseguenza lo*** Stato membro notificante ***e gli chiede*** di adottare le misure correttive necessarie ***compresa la sospensione o*** il ritiro della notifica. ***Se lo Stato membro non intraprende le azioni correttive necessarie, la Commissione può, mediante un atto di esecuzione, sospendere, limitare o ritirare la designazione.*** Tale atto di esecuzione è adottato in conformità alla procedura d'esame di cui all'articolo 74, paragrafo 2.

**Emendamento 436**

**Proposta di regolamento**

**Articolo 38 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. La Commissione provvede allo scambio di conoscenze e migliori prassi tra le autorità nazionali degli Stati membri responsabili della politica di notifica.

**Emendamento 437**

**Proposta di regolamento Articolo 40 – comma 1**

*Testo della Commissione Emendamento*

I sistemi di IA ad alto rischio che sono conformi alle norme armonizzate o a parti di esse i cui riferimenti sono stati pubblicati nella Gazzetta ufficiale dell'Unione europea si presumono conformi ai requisiti essenziali, di cui al capo 2 del presente titolo, nella misura in cui tali requisiti sono contemplati da tali norme.

I sistemi di IA ad alto rischio ***e i modelli di base*** che sono conformi alle norme armonizzate o a parti di esse i cui riferimenti sono stati pubblicati nella Gazzetta ufficiale dell'Unione europea ***a norma del regolamento***

***(UE) n. 1025/2012*** si presumono conformi ai requisiti essenziali, di cui al capo 2 del presente titolo ***o all'articolo 28 bis***, nella misura in cui tali requisiti sono contemplati da tali norme.

**Emendamento 438**

**Proposta di regolamento**

**Articolo 40 – comma 1 bis (nuovo)**

*Testo della Commissione Emendamento*

La Commissione presenta richieste di normazione che contemplano tutti i requisiti del presente regolamento conformemente all'articolo 10 del regolamento (UE)

n. 1025/2012 entro … [due mesi dalla data di entrata in vigore del presente regolamento]. In sede di preparazione della richiesta di normazione, la Commissione consulta l'ufficio per l'IA e il forum consultivo.

**Emendamento 439 Proposta di regolamento**

**Articolo 40 – comma 1 ter (nuovo)**

*Testo della Commissione Emendamento*

Nel presentare una richiesta di normazione alle organizzazioni europee di normazione, la Commissione specifica che le norme devono essere coerenti, anche con il diritto settoriale di cui all'allegato II, e volte a garantire che i sistemi di IA o i modelli di base immessi sul mercato o messi in servizio nell'Unione soddisfino i pertinenti requisiti di cui al presente regolamento.

**Emendamento 440 Proposta di regolamento**

**Articolo 40 – comma 1 quater (nuovo)**

*Testo della Commissione Emendamento*

Gli attori coinvolti nel processo di normazione tengono conto dei principi generali per un'IA affidabile di cui all'articolo 4, lettera a), cercano di

promuovere gli investimenti e l'innovazione nell'IA nonché la competitività e la crescita del mercato dell'Unione e contribuiscono a intensificare la cooperazione globale in materia di normazione e a tenere conto delle norme internazionali esistenti nel settore dell'IA che sono coerenti con i valori, i diritti e gli interessi fondamentali dell'Unione nonché garantiscono una rappresentanza equilibrata degli interessi e l'effettiva partecipazione di tutti i portatori di interessi coinvolti a norma degli articoli 5, 6 e 7 del regolamento (UE) n. 1025/2012.

**Emendamento 441**

**Proposta di regolamento Articolo 41 – paragrafo 1**

*Testo della Commissione Emendamento*

1. ***Qualora non esistano norme armonizzate di cui all'articolo 40 o la Commissione ritenga che le norme armonizzate pertinenti siano insufficienti o che vi sia la necessità di rispondere a specifiche preoccupazioni in materia di sicurezza o di diritti fondamentali, la Commissione può, mediante atti di esecuzione, adottare specifiche comuni in relazione ai requisiti di cui al capo 2 del presente titolo. Tali atti di esecuzione sono adottati in conformità alla procedura d'esame di cui all'articolo 74, paragrafo 2.***

soppresso

**Emendamento 442**

**Proposta di regolamento**

**Articolo 41 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. La Commissione, mediante atti di esecuzione adottati secondo la procedura d'esame di cui all'articolo 74,

paragrafo 2, e previa consultazione dell'ufficio per l'IA e del foro consultivo

per l'IA, può adottare specifiche comuni riguardo ai requisiti di cui al capo 2 del presente titolo o all'articolo 28 ter se sono soddisfatte tutte le seguenti condizioni:

1. ***non vi è alcun riferimento a norme armonizzate già pubblicate nella Gazzetta ufficiale dell'Unione europea in relazione ai requisiti essenziali, a meno che la norma armonizzata in questione non sia una norma esistente che deve essere rivista;***
2. ***la Commissione ha chiesto a una o più organizzazioni europee di normazione di elaborare una norma armonizzata per i requisiti essenziali di cui al capo 2;***
3. ***la richiesta di cui alla lettera B) non è stata accettata da alcuna delle organizzazioni europee di normazione o vi sono indebiti ritardi nella definizione di una norma armonizzata appropriata o la norma fornita non soddisfa i requisiti del pertinente diritto dell'Unione o non è conforme alla richiesta della Commissione.***

**Emendamento 443**

**Proposta di regolamento**

**Articolo 41 – paragrafo 1 ter (nuovo)**

*Testo della Commissione Emendamento*

1 ter. Ove la Commissione ritenga necessario venire incontro a determinate preoccupazioni in materia di diritti fondamentali, le specifiche comuni adottate dalla Commissione a norma del paragrafo 1 bis trattano anche tali preoccupazioni specifiche in materia di diritti fondamentali.

**Emendamento 444 Proposta di regolamento**

**Articolo 41 – paragrafo 1 quater (nuovo)**

*Testo della Commissione Emendamento*

1 quater. La Commissione elabora specifiche comuni per la metodologia intesa ad adempiere all'obbligo di comunicazione e documentazione sul consumo di energia e di risorse durante lo sviluppo, l'addestramento e la diffusione del sistema di IA ad alto rischio.

**Emendamento 445**

**Proposta di regolamento Articolo 41 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***Nel preparare le*** specifiche comuni di cui ***al paragrafo*** 1, la Commissione ***raccoglie i pareri dei pertinenti*** organismi o gruppi di esperti istituiti a norma del pertinente diritto settoriale dell'Unione.
2. ***Durante l'intero processo di elaborazione delle*** specifiche comuni di cui ***ai paragrafi 1 bis e*** 1 ***ter***, la Commissione ***consulta regolarmente l'ufficio per l'IA e il forum consultivo, le organizzazioni e gli*** organismi ***europei di normazione*** o ***i*** gruppi di esperti istituiti a norma del pertinente diritto settoriale dell'Unione***, nonché altre parti interessate coinvolte***. ***La Commissione persegue gli obiettivi di cui all'articolo 40, paragrafo 1 quater e motiva debitamente la sua decisione di ricorrere a specifiche comuni.***

Se intende adottare specifiche comuni a norma del paragrafo 1 bis del presente articolo, la Commissione individua chiaramente anche le preoccupazioni specifiche in materia di diritti fondamentali da trattare.

In sede di adozione di specifiche comuni a norma dei paragrafi 1 bis e 1 ter del presente articolo, la Commissione tiene conto del parere emesso dall'ufficio per l'IA di cui all'articolo 56 sexies, lettera b), del presente regolamento. Se decide di non seguire il parere dell'ufficio per l'IA, la Commissione ne fornisce una spiegazione motivata a quest'ultimo.

**Emendamento 446**

**Proposta di regolamento Articolo 41 – paragrafo 3**

*Testo della Commissione Emendamento*

1. I sistemi di IA ad alto rischio conformi alle specifiche comuni di cui ***al paragrafo*** 1 si presumono conformi ai requisiti di cui al capo 2 del presente titolo, nella misura in cui tali requisiti sono contemplati da tali specifiche comuni.
2. I sistemi di IA ad alto rischio conformi alle specifiche comuni di cui ***ai paragrafi*** 1 ***bis e 1 ter*** si presumono conformi ai requisiti di cui al capo 2 del presente titolo, nella misura in cui tali requisiti sono contemplati da tali specifiche comuni.

**Emendamento 447**

**Proposta di regolamento**

**Articolo 41 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. Qualora una norma armonizzata sia adottata da un organismo europeo di normazione e proposta alla Commissione per la pubblicazione del suo riferimento nella Gazzetta ufficiale dell'Unione europea, la Commissione valuta la norma armonizzata conformemente al regolamento (UE) n. 1025/2012. Quando un riferimento a una norma armonizzata è pubblicato nella Gazzetta ufficiale dell'Unione europea, la Commissione abroga gli atti di cui ai paragrafi 1 e 1 ter, o le parti di tali atti che riguardano gli stessi requisiti di cui al capo 2 del presente titolo.

**Emendamento 448**

**Proposta di regolamento Articolo 41 – paragrafo 4**

*Testo della Commissione Emendamento*

1. Qualora non rispettino le specifiche comuni di cui al paragrafo 1, i fornitori adottano soluzioni tecniche debitamente motivate che ***sono*** almeno ***equivalenti***.

4. Qualora non rispettino le specifiche comuni di cui al paragrafo 1, i fornitori ***di sistemi di IA ad alto rischio*** adottano soluzioni tecniche debitamente motivate

che soddisfano i requisiti di cui al capo II a un livello almeno equivalente.

**Emendamento 449**

**Proposta di regolamento Articolo 42 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Tenendo conto della loro finalità prevista, i sistemi di IA ad alto rischio che sono stati addestrati e sottoposti a prova con dati concernenti il contesto geografico, comportamentale e funzionale specifico all'interno del quale sono destinati a essere usati si presumono conformi ***al requisito*** di cui all'articolo 10, paragrafo 4.

1. Tenendo conto della loro finalità prevista, i sistemi di IA ad alto rischio che sono stati addestrati e sottoposti a prova con dati concernenti il contesto geografico, comportamentale***, contestuale*** e funzionale specifico all'interno del quale sono destinati a essere usati si presumono conformi ***ai rispettivi requisiti*** di cui all'articolo 10, paragrafo 4.

**Emendamento 450**

**Proposta di regolamento**

**Articolo 43 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Per i sistemi di IA ad alto rischio elencati nell'allegato III, punto 1, se ha applicato le norme armonizzate di cui all'articolo 40 o, ove applicabile, le specifiche comuni di cui all'articolo 41 nel dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, il fornitore ***segue*** una delle procedure seguenti:

1. Per i sistemi di IA ad alto rischio elencati nell'allegato III, punto 1, se ha applicato le norme armonizzate di cui all'articolo 40 o, ove applicabile, le specifiche comuni di cui all'articolo 41 nel dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, il fornitore ***sceglie*** una delle procedure seguenti:

**Emendamento 451**

**Proposta di regolamento**

**Articolo 43 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) la procedura di valutazione della conformità basata sul controllo interno di

1. la procedura di valutazione della conformità basata sul controllo interno di

cui all'allegato VI***;*** cui all'allegato VI ***o***

**Emendamento 452 Proposta di regolamento**

**Articolo 43 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. la procedura di valutazione della conformità basata sulla valutazione del sistema di gestione della qualità e ***sulla valutazione*** della documentazione tecnica, con il coinvolgimento di un organismo notificato, di cui all'allegato VII.

b) la procedura di valutazione della conformità basata sulla valutazione del sistema di gestione della qualità e della documentazione tecnica, con il coinvolgimento di un organismo notificato, di cui all'allegato VII.

**Emendamento 453**

**Proposta di regolamento**

**Articolo 43 – paragrafo 1 – comma 2**

*Testo della Commissione Emendamento*

***Se non ha applicato o ha applicato solo in parte le norme armonizzate di cui all'articolo 40*** nel dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, ***o se tali norme armonizzate non esistono e non sono disponibili le specifiche comuni di cui all'articolo 41,*** il fornitore segue la procedura di valutazione della conformità di cui all'allegato VII***.***

Nel dimostrare la conformità di un sistema di IA ad alto rischio ai requisiti di cui al capo 2 del presente titolo, il fornitore segue la procedura di valutazione della conformità di cui all'allegato VII ***nei seguenti casi:***

1. ***qualora non esistano norme armonizzate di cui all'articolo 40, i cui riferimenti siano stati pubblicati nella Gazzetta ufficiale dell’Unione europea, riguardanti tutti i requisiti di sicurezza del sistema di IA e non siano disponibili le specifiche comuni di cui all'articolo 41;***
2. ***qualora esistano le specifiche tecniche di cui alla lettera a), ma il fornitore non le ha applicate o le ha applicate soltanto in parte;***
3. ***qualora una o più specifiche tecniche di cui alla lettera a) sono state pubblicate con una limitazione e soltanto sulla parte della***

norma che è oggetto di limitazione;

1. ***qualora il fornitore ritenga che la natura, la progettazione, la costruzione o la destinazione del sistema di IA richiedano il ricorso alla verifica da parte di terzi a prescindere dal grado di rischio.***

**Emendamento 454**

**Proposta di regolamento**

**Articolo 43 – paragrafo 1 – comma 3**

*Testo della Commissione Emendamento*

Ai fini della procedura di valutazione della conformità di cui all'allegato VII, il fornitore può scegliere uno qualsiasi degli organismi notificati. Tuttavia, quando il sistema è destinato ad essere messo in servizio dalle autorità di contrasto, dalle autorità competenti in materia di immigrazione o di asilo, nonché da istituzioni, organismi o agenzie dell'UE, l'autorità di vigilanza del mercato di cui all'articolo 63, paragrafo 5 o 6, a seconda dei casi, agisce in qualità di organismo notificato.

Ai fini ***dello svolgimento*** della procedura di valutazione della conformità di cui all'allegato VII, il fornitore può scegliere uno qualsiasi degli organismi notificati. Tuttavia, quando il sistema è destinato ad essere messo in servizio dalle autorità di contrasto, dalle autorità competenti in materia di immigrazione o di asilo, nonché da istituzioni, organismi o agenzie dell'UE, l'autorità di vigilanza del mercato di cui all'articolo 63, paragrafo 5 o 6, a seconda dei casi, agisce in qualità di organismo notificato.

**Emendamento 455**

**Proposta di regolamento**

**Articolo 43 – paragrafo 4 – comma 1**

*Testo della Commissione Emendamento*

4. I sistemi di IA ad alto rischio sono sottoposti a una nuova procedura di valutazione della conformità dopo ogni modifica sostanziale, indipendentemente dal fatto che il sistema modificato sia destinato a essere ulteriormente distribuito o continui a essere usato ***dall'utente*** attuale.

1. I sistemi di IA ad alto rischio ***che sono già stati oggetto di una procedura di valutazione della conformità*** sono sottoposti a una nuova procedura di valutazione della conformità dopo ogni modifica sostanziale, indipendentemente dal fatto che il sistema modificato sia destinato a essere ulteriormente distribuito o continui a essere usato ***dall'operatore*** attuale.

**Emendamento 456**

**Proposta di regolamento**

**Articolo 43 – paragrafo 4 bis (nuovo)**

*Testo della Commissione Emendamento*

4 bis. Nel fissare le tariffe per la valutazione della conformità da parte di terzi a norma del presente articolo si tiene conto degli interessi e delle esigenze specifici delle PMI, riducendo tali tariffe proporzionalmente alle loro dimensioni e alle dimensioni della loro quota di mercato.

**Emendamento 457**

**Proposta di regolamento Articolo 43 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di aggiornare gli allegati VI e VII per introdurre elementi delle procedure di valutazione della conformità che divengano necessari alla luce del progresso tecnico.
2. Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di aggiornare gli allegati VI e VII per introdurre elementi delle procedure di valutazione della conformità che divengano necessari alla luce del progresso tecnico. ***In sede di preparazione di tali atti delegati, la Commissione consulta l'ufficio per l'IA e le parti interessate coinvolte.***

**Emendamento 458**

**Proposta di regolamento Articolo 43 – paragrafo 6**

*Testo della Commissione Emendamento*

1. Alla Commissione è conferito il potere di adottare atti delegati al fine di modificare i paragrafi 1 e 2 per assoggettare i sistemi di IA ad alto rischio di cui all'allegato III, punti da 2 a 8, alla procedura di valutazione della conformità di cui all'allegato VII o a parti di essa. La Commissione adotta tali atti delegati tenendo conto dell'efficacia della procedura

6. Alla Commissione è conferito il potere di adottare atti delegati al fine di modificare i paragrafi 1 e 2 per assoggettare i sistemi di IA ad alto rischio di cui all'allegato III, punti da 2 a 8, alla procedura di valutazione della conformità di cui all'allegato VII o a parti di essa. La Commissione adotta tali atti delegati tenendo conto dell'efficacia della procedura di

di valutazione della conformità basata sul controllo interno di cui all'allegato VI nel prevenire o ridurre al minimo i rischi per la salute, la sicurezza e la protezione dei diritti fondamentali posti da tali sistemi, nonché della disponibilità di capacità e risorse adeguate tra gli organismi notificati.

valutazione della conformità basata sul controllo interno di cui all'allegato VI nel prevenire o ridurre al minimo i rischi per la salute, la sicurezza e la protezione dei diritti fondamentali posti da tali sistemi, nonché della disponibilità di capacità e risorse adeguate tra gli organismi notificati. ***In sede di preparazione di tali atti delegati, la Commissione consulta l'ufficio per l'IA e le parti interessate coinvolte.***

**Emendamento 459**

**Proposta di regolamento Articolo 44 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I certificati rilasciati dagli organismi notificati a norma dell'allegato VII sono redatti in una ***delle*** lingue ufficiali dell'Unione ***scelta*** dallo Stato membro in cui è stabilito l'organismo notificato oppure in una ***lingua ufficiale dell'Unione*** altrimenti ***accettabile*** per l'organismo notificato.

1. I certificati rilasciati dagli organismi notificati a norma

dell'allegato VII sono redatti in una ***o più*** lingue ufficiali dell'Unione ***scelte*** dallo Stato membro in cui è stabilito l'organismo notificato oppure in una ***o più lingue ufficiali*** altrimenti ***accettabili*** per l'organismo notificato.

**Emendamento 460**

**Proposta di regolamento Articolo 44 – paragrafo 2**

*Testo della Commissione Emendamento*

1. I certificati sono validi per il periodo in essi indicato, che non può superare i ***cinque*** anni. Su domanda del fornitore, la validità di un certificato può essere prorogata per ulteriori periodi, ciascuno non superiore a ***cinque*** anni, sulla base di una nuova valutazione secondo le procedure di valutazione della conformità applicabili.
2. I certificati sono validi per il periodo in essi indicato, che non può superare i ***quattro*** anni. Su domanda del fornitore, la validità di un certificato può essere prorogata per ulteriori periodi, ciascuno non superiore a ***quattro*** anni, sulla base di una nuova valutazione secondo le procedure di valutazione della conformità applicabili.

**Emendamento 461**

**Proposta di regolamento Articolo 44 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Qualora constati che il sistema di IA non soddisfa più i requisiti di cui al capo 2 del presente titolo, l'organismo notificato***, tenendo conto del principio di proporzionalità,*** sospende o ritira il certificato rilasciato o impone limitazioni, a meno che la conformità a tali requisiti sia garantita mediante opportune misure correttive adottate dal fornitore del sistema entro un termine adeguato stabilito dall'organismo notificato. L'organismo notificato motiva la propria decisione.

3. Qualora constati che il sistema di IA non soddisfa più i requisiti di cui al capo 2 del presente titolo, l'organismo notificato sospende o ritira il certificato rilasciato o impone limitazioni, a meno che la conformità a tali requisiti sia garantita mediante opportune misure correttive adottate dal fornitore del sistema entro un termine adeguato stabilito dall'organismo notificato. L'organismo notificato motiva la propria decisione.

**Emendamento 462**

**Proposta di regolamento Articolo 45 – comma 1**

*Testo della Commissione Emendamento*

Gli Stati membri provvedono affinché una procedura di ricorso contro le decisioni degli organismi notificati sia messa a disposizione delle parti aventi un interesse legittimo in tali decisioni.

Gli Stati membri provvedono affinché una procedura di ricorso contro le decisioni degli organismi notificati***, anche sui certificati di conformità rilasciati,*** sia messa a disposizione delle parti aventi un interesse legittimo in tali decisioni.

**Emendamento 463**

**Proposta di regolamento Articolo 46 – paragrafo 3**

*Testo della Commissione Emendamento*

3. Ciascun organismo notificato fornisce agli altri organismi notificati che svolgono attività simili di valutazione della conformità ***riguardanti le stesse tecnologie di intelligenza artificiale*** informazioni pertinenti su questioni relative ai risultati negativi e, su richiesta, positivi della valutazione della conformità.

3. Ciascun organismo notificato fornisce agli altri organismi notificati che svolgono attività simili di valutazione della conformità informazioni pertinenti su questioni relative ai risultati negativi e, su richiesta, positivi della valutazione della conformità.

**Emendamento 464**

**Proposta di regolamento Articolo 47 – paragrafo 1**

*Testo della Commissione Emendamento*

1. In deroga all'articolo 43, qualsiasi autorità di ***vigilanza del mercato può*** autorizzare l'immissione sul mercato o la messa in servizio di specifici sistemi di IA ad alto rischio nel territorio dello Stato membro interessato, per motivi eccezionali di ***sicurezza pubblica o di*** protezione della vita e della salute delle persone e di protezione dell'ambiente e ***dei principali beni industriali e infrastrutturali***. Tale autorizzazione è valida per un periodo di tempo limitato, mentre sono in corso le necessarie procedure di valutazione della conformità, e termina una volta completate tali procedure. Il completamento di tali procedure è effettuato senza indebito ritardo.

1. In deroga all'articolo 43, qualsiasi autorità ***nazionale di controllo può chiedere a un'autorità giudiziaria di*** autorizzare l'immissione sul mercato o la messa in servizio di specifici sistemi di IA ad alto rischio nel territorio dello Stato membro interessato, per motivi eccezionali di protezione della vita e della salute delle persone e di protezione dell'ambiente e ***delle infrastrutture critiche***. Tale autorizzazione è valida per un periodo di tempo limitato, mentre sono in corso le necessarie procedure di valutazione della conformità, e termina una volta completate tali procedure. Il completamento di tali procedure è effettuato senza indebito ritardo.

**Emendamento 465**

**Proposta di regolamento Articolo 47 – paragrafo 2**

*Testo della Commissione Emendamento*

1. L'autorizzazione di cui al paragrafo 1 è rilasciata solo se l'autorità di ***vigilanza del mercato conclude*** che il sistema di IA ad alto rischio è conforme ai requisiti di cui al capo 2 del presente titolo. L'autorità ***di vigilanza del mercato*** informa la Commissione e gli altri Stati membri di eventuali autorizzazioni rilasciate a norma del paragrafo 1.
2. L'autorizzazione di cui al paragrafo 1 è rilasciata solo se l'autorità ***nazionale*** di ***controllo e l'autorità giudiziaria concludono*** che il sistema di IA ad alto rischio è conforme ai requisiti di cui al capo 2 del presente titolo. L'autorità ***nazionale di controllo*** informa la Commissione***, l'ufficio per l'IA*** e gli altri Stati membri di eventuali ***richieste presentate e successive*** autorizzazioni rilasciate a norma del paragrafo 1.

**Emendamento 466**

**Proposta di regolamento Articolo 47 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Se, entro 15 giorni di calendario dal ricevimento dell'informazione di cui al paragrafo 2, né gli Stati membri né la Commissione sollevano obiezioni in merito a un'autorizzazione rilasciata da un'autorità ***di vigilanza del mercato*** di uno Stato membro in conformità al paragrafo 1, tale autorizzazione è considerata giustificata.
2. Se, entro 15 giorni di calendario dal ricevimento dell'informazione di cui al paragrafo 2, né gli Stati membri né la Commissione sollevano obiezioni in merito ***alla richiesta dell'autorità nazionale di controllo relativa*** a un'autorizzazione rilasciata da un'autorità ***nazionale di controllo*** di uno Stato membro in conformità al paragrafo 1, tale autorizzazione è considerata giustificata.

**Emendamento 467**

**Proposta di regolamento Articolo 47 – paragrafo 4**

*Testo della Commissione Emendamento*

1. Se, entro 15 giorni di calendario dal ricevimento della notifica di cui al paragrafo 2, uno Stato membro solleva obiezioni in merito a ***un'autorizzazione rilasciata*** da un'autorità ***di vigilanza del mercato*** di un altro Stato membro, o se la Commissione ritiene che l'autorizzazione sia contraria al diritto dell'Unione o che la conclusione degli Stati membri riguardante la conformità del sistema di cui al paragrafo 2 sia infondata, la Commissione avvia senza ritardo consultazioni con lo Stato membro interessato; l'operatore o gli operatori interessati sono consultati e hanno la possibilità di esprimere il loro parere. In seguito a tale consultazione la Commissione decide se l'autorizzazione è giustificata o meno. La Commissione trasmette la propria decisione allo Stato membro interessato e all'operatore o agli operatori pertinenti.
2. Se, entro 15 giorni di calendario dal ricevimento della notifica di cui al paragrafo 2, uno Stato membro solleva obiezioni in merito a ***una richiesta formulata*** da un'autorità ***nazionale di controllo*** di un altro Stato membro, o se la Commissione ritiene che l'autorizzazione sia contraria al diritto dell'Unione o che la conclusione degli Stati membri riguardante la conformità del sistema di cui al paragrafo 2 sia infondata, la Commissione avvia senza ritardo consultazioni con lo Stato membro interessato ***e l'ufficio per l'IA***; l'operatore o gli operatori interessati sono consultati e hanno la possibilità di esprimere il loro parere. In seguito a tale consultazione la Commissione decide se l'autorizzazione è giustificata o meno. La Commissione trasmette la propria decisione allo Stato membro interessato e all'operatore o agli operatori pertinenti.

**Emendamento 468**

**Proposta di regolamento Articolo 47 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Se l'autorizzazione è ritenuta ingiustificata, essa è ritirata dall'autorità ***di vigilanza del mercato*** dello Stato membro interessato.

5. Se l'autorizzazione è ritenuta ingiustificata, essa è ritirata dall'autorità ***nazionale di controllo*** dello Stato membro interessato.

**Emendamento 469**

**Proposta di regolamento Articolo 48 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Il fornitore compila una dichiarazione scritta di conformità UE per ciascun sistema di IA e la tiene a disposizione delle autorità nazionali competenti per dieci anni dalla data in cui il sistema di IA è stato immesso sul mercato. ***La dichiarazione di conformità UE identifica il sistema di IA per il quale è stata redatta.*** Su richiesta, una copia della dichiarazione di conformità UE è ***messa a disposizione delle*** pertinenti autorità nazionali competenti.

1. Il fornitore compila una dichiarazione scritta di conformità UE ***leggibile meccanicamente fisica o elettronica*** per ciascun sistema di IA ***ad alto rischio*** e la tiene a disposizione ***dell'autorità nazionale di controllo e*** delle ***pertinenti*** autorità nazionali competenti per dieci anni dalla data in cui il sistema di IA ***ad alto rischio*** è stato immesso sul mercato. Su richiesta, una copia della dichiarazione di conformità UE è ***sottoposta all'autorità nazionale di controllo e alle*** pertinenti autorità nazionali competenti.

**Emendamento 470**

**Proposta di regolamento Articolo 48 – paragrafo 2**

*Testo della Commissione Emendamento*

1. La dichiarazione di conformità UE attesta che il sistema di IA ad alto rischio in questione soddisfa i requisiti di cui al capo 2 del presente titolo. La dichiarazione di conformità UE riporta come minimo le informazioni di cui all'allegato V ed è tradotta in una lingua o nelle lingue ufficiali dell'Unione richieste dallo Stato membro nel quale il sistema di IA ad alto rischio è messo a disposizione.
2. La dichiarazione di conformità UE attesta che il sistema di IA ad alto rischio in questione soddisfa i requisiti di cui al capo 2 del presente titolo. La dichiarazione di conformità UE riporta come minimo le informazioni di cui all'allegato V ed è tradotta in una lingua o nelle lingue ufficiali dell'Unione richieste dallo Stato membro nel quale il sistema di IA ad alto rischio è ***immesso sul mercato o*** messo a disposizione.

**Emendamento 471**

**Proposta di regolamento Articolo 48 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Qualora i sistemi di IA ad alto rischio siano soggetti ad altre normative di armonizzazione dell'Unione che richiedano anch'esse una dichiarazione di conformità UE, ***è*** redatta un'unica dichiarazione di conformità UE in relazione a tutte le normative dell'Unione applicabili al sistema di IA ad alto rischio. La dichiarazione contiene tutte le informazioni necessarie per identificare la normativa di armonizzazione dell'Unione cui si riferisce la dichiarazione.

3. Qualora i sistemi di IA ad alto rischio siano soggetti ad altre normative di armonizzazione dell'Unione che richiedano anch'esse una dichiarazione di conformità UE, ***può essere*** redatta un'unica dichiarazione di conformità UE in relazione a tutte le normative dell'Unione applicabili al sistema di IA ad alto rischio. La dichiarazione contiene tutte le informazioni necessarie per identificare la normativa di armonizzazione dell'Unione cui si riferisce la dichiarazione.

**Emendamento 472**

**Proposta di regolamento Articolo 48 – paragrafo 5**

*Testo della Commissione Emendamento*

5. Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di aggiornare il contenuto della dichiarazione di conformità UE di cui all'allegato V per introdurre elementi che si rendano necessari alla luce del progresso tecnico.

5. ***Previa consultazione dell'ufficio per l'IA,*** alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73 al fine di aggiornare il contenuto della dichiarazione di conformità UE di cui all'allegato V per introdurre elementi che si rendano necessari alla luce del progresso tecnico.

**Emendamento 473**

**Proposta di regolamento Articolo 49 – paragrafo 1**

*Testo della Commissione Emendamento*

1. La marcatura CE è apposta sul sistema di IA ad alto rischio in modo visibile, leggibile e indelebile. Qualora ciò sia impossibile o difficilmente realizzabile a causa della natura del sistema di IA ad

1. La marcatura ***fisica*** CE è apposta sul sistema di IA ad alto rischio in modo visibile, leggibile e indelebile ***prima della sua immissione sul mercato***. Qualora ciò sia impossibile o difficilmente realizzabile a

alto rischio, il marchio è apposto sull'imballaggio o sui documenti di accompagnamento, a seconda dei casi.

causa della natura del sistema di IA ad alto rischio, il marchio è apposto sull'imballaggio o sui documenti di accompagnamento, a seconda dei casi. ***Può essere seguita da un pittogramma o da qualsiasi altra marcatura che indichi un rischio di uso particolare.***

**Emendamento 474**

**Proposta di regolamento**

**Articolo 49 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Per i sistemi di IA ad alto rischio esclusivamente digitali è utilizzata una marcatura CE digitale soltanto se è facilmente accessibile attraverso l'interfaccia da cui si accede al sistema di IA o tramite un codice leggibile meccanicamente o altri mezzi elettronici facilmente accessibili.

**Emendamento 475**

**Proposta di regolamento Articolo 49 – paragrafo 3**

*Testo della Commissione Emendamento*

3. Ove applicabile, la marcatura CE è seguita dal numero di identificazione dell'organismo notificato responsabile delle procedure di valutazione della conformità di cui all'articolo 43. Il numero d'identificazione è inoltre indicato in tutto il materiale promozionale in cui si afferma che il sistema di IA ad alto rischio soddisfa i requisiti per la marcatura CE.

3. Ove applicabile, la marcatura CE è seguita dal numero di identificazione dell'organismo notificato responsabile delle procedure di valutazione della conformità di cui all'articolo 43. Il numero di identificazione ***dell'organismo notificato è apposto dall'organismo stesso o, in base alle istruzioni di quest'ultimo dal mandatario del fornitore. Il numero d'identificazione*** è inoltre indicato in tutto il materiale promozionale in cui si afferma che il sistema di IA ad alto rischio soddisfa i requisiti per la marcatura CE.

**Emendamento 476**

**Proposta di regolamento**

**Articolo 49 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. Se i sistemi di IA ad alto rischio sono disciplinati da altre normative dell'Unione che prevedono anch'esse l'apposizione della marcatura CE, quest'ultima indica che i sistemi di IA ad alto rischio soddisfano anche i requisiti delle altre normative in questione.

**Emendamento 477 Proposta di regolamento**

**Articolo 50 – comma 1 – parte introduttiva**

*Testo della Commissione Emendamento*

Il fornitore, per un periodo che termina 10 anni dopo che il sistema di IA è stato immesso sul mercato o messo in servizio, tiene a disposizione delle autorità nazionali competenti:

Il fornitore, per un periodo che termina 10 anni dopo che il sistema di IA è stato immesso sul mercato o messo in servizio, tiene a disposizione ***dell'autorità nazionale di controllo e*** delle autorità nazionali competenti:

**Emendamento 478**

**Proposta di regolamento Articolo 51 – comma 1**

*Testo della Commissione Emendamento*

Prima di immettere sul mercato o mettere in servizio un sistema di IA ad alto rischio di cui all'articolo 6, paragrafo 2, il fornitore o, ove applicabile, il rappresentante autorizzato registra tale sistema nella banca dati dell'UE di cui all'articolo 60.

Prima di immettere sul mercato o mettere in servizio un sistema di IA ad alto rischio di cui all'articolo 6, paragrafo 2, il fornitore o, ove applicabile, il rappresentante autorizzato registra tale sistema nella banca dati dell'UE di cui all'articolo 60***, conformemente all'articolo 60, paragrafo 2***.

**Emendamento 479**

**Proposta di regolamento**

**Articolo 51 – comma 1 bis (nuovo)**

*Testo della Commissione Emendamento*

Prima di mettere in servizio o utilizzare un sistema di IA ad alto rischio a norma dell'articolo 6, paragrafo 2, registrano l'uso di quel sistema di IA nella banca dati dell'UE di cui all'articolo 60 le seguenti categorie di operatori:

1. ***gli operatori che sono autorità pubbliche o istituzioni, organi, uffici o agenzie dell'Unione od operatori che agiscono per loro conto;***
2. ***operatori che sono imprese designate come gatekeeper a norma del regolamento (UE) 2022/1925.***

**Emendamento 480 Proposta di regolamento**

**Articolo 51 – comma 1 ter (nuovo)**

*Testo della Commissione Emendamento*

Gli operatori che non rientrano nell'ambito di applicazione del comma 1 bis hanno il diritto di registrare volontariamente l'uso di un sistema di IA ad alto rischio citata nell'articolo 6, paragrafo 2, nella banca dati dell'UE di cui all'articolo 60.

**Emendamento 481 Proposta di regolamento**

**Articolo 51 – comma 1 quater (nuovo)**

*Testo della Commissione Emendamento*

Una registrazione aggiornata deve essere completata immediatamente dopo ogni modifica sostanziale.

**Emendamento 482**

**Proposta di regolamento Titolo IV**

*Testo della Commissione Emendamento*

OBBLIGHI DI TRASPARENZA ***PER DETERMINATI SISTEMI DI IA***

OBBLIGHI DI TRASPARENZA

**Emendamento 483**

**Proposta di regolamento Articolo 52 – titolo**

*Testo della Commissione Emendamento*

Obblighi di trasparenza ***per determinati sistemi di IA***

Obblighi di trasparenza

**Emendamento 484**

**Proposta di regolamento Articolo 52 – paragrafo 1**

*Testo della Commissione Emendamento*

1. I fornitori garantiscono che i sistemi di IA destinati a interagire con le persone fisiche siano progettati e sviluppati in modo tale che ***le persone fisiche siano informate del fatto di stare interagendo con un*** sistema di IA, ***a meno che ciò non risulti evidente dalle circostanze e dal contesto di utilizzo. Tale obbligo non si applica ai sistemi*** di IA ***autorizzati dalla legge per accertare, prevenire, indagare e perseguire reati***, a meno che ***tali sistemi*** non ***siano a disposizione del pubblico per segnalare un reato***.

1. I fornitori garantiscono che i sistemi di IA destinati a interagire con le persone fisiche siano progettati e sviluppati in modo tale che ***il*** sistema di IA, ***il fornitore stesso o l'utente informino in modo tempestivo, chiaro e comprensibile la persona fisica esposta a un sistema*** di IA ***del fatto di stare interagendo con un sistema di IA***, a meno che ***ciò*** non ***risulti evidente dalle circostanze e dal contesto di utilizzo***.

Ove opportuno e pertinente, tali informazioni specificano anche quali funzioni sono consentite dall'IA, se vi è una sorveglianza umana e chi è responsabile del processo decisionale, nonché i diritti e i processi esistenti che, conformemente al diritto dell'Unione e nazionale, consentono alle persone fisiche o ai loro rappresentanti di opporsi all'applicazione di tali sistemi nei loro confronti e di presentare ricorso per via giudiziaria contro le decisioni adottate dai sistemi di IA o i danni da essi causati, compreso il loro diritto di chiedere una

spiegazione. Tale obbligo non si applica ai sistemi di IA autorizzati dalla legge per accertare, prevenire, indagare e perseguire reati, a meno che tali sistemi non siano a disposizione del pubblico per segnalare un reato.

**Emendamento 485**

**Proposta di regolamento Articolo 52 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Gli utenti di un sistema di riconoscimento delle emozioni o di un sistema di categorizzazione biometrica informano le persone fisiche che vi sono esposte in merito al funzionamento del sistema. Tale obbligo non si applica ai sistemi di IA utilizzati per la categorizzazione biometrica, che sono autorizzati dalla legge per accertare, prevenire e indagare reati.
2. Gli utenti di un sistema di riconoscimento delle emozioni o di un sistema di categorizzazione biometrica ***non vietato a norma dell'articolo 5*** informano ***in modo tempestivo, chiaro e comprensibile*** le persone fisiche che vi sono esposte in merito al funzionamento del sistema ***e ottengono il loro consenso prima del trattamento dei loro dati biometrici e di altri dati personali in conformità del regolamento (UE) 2016/679, del regolamento (UE) 2016/1725 e della direttiva (UE) 2016/280, a seconda dei casi***. Tale obbligo non si applica ai sistemi di IA utilizzati per la categorizzazione biometrica, che sono autorizzati dalla legge per accertare, prevenire e indagare reati.

**Emendamento 486**

**Proposta di regolamento**

**Articolo 52 – paragrafo 3 – comma 1**

*Testo della Commissione Emendamento*

1. Gli utenti di un sistema di IA che genera o manipola ***immagini*** o contenuti audio o ***video*** che ***assomigliano notevolmente a*** persone***, oggetti, luoghi o altre entità o eventi esistenti e che potrebbero apparire falsamente autentici o veritieri per una persona*** ("deep fake") sono tenuti a rendere noto che il contenuto è stato generato o manipolato

3. Gli utenti di un sistema di IA che genera o manipola ***testi*** o contenuti audio o ***visivi*** che ***potrebbero apparire falsamente autentici o veritieri e che rappresentano*** persone ***che sembrano dire cose che non hanno detto o compiere atti che non hanno commesso, senza il loro consenso*** ("deep fake")***,*** sono tenuti a rendere noto ***in modo adeguato, tempestivo, chiaro e visibile*** che il contenuto è stato generato o manipolato

artificialmente. artificialmente nonché, ove possibile, il nome della persona fisica o giuridica che li ha generati o manipolati. A tal fine, i contenuti sono etichettati in modo tale da segnalare il loro carattere non autentico in maniera chiaramente visibile alle persone cui sono destinati. Per etichettare i contenuti, gli utenti tengono conto dello stato dell'arte generalmente riconosciuto e delle pertinenti norme e specifiche armonizzate.

**Emendamento 487 Proposta di regolamento**

**Articolo 52 – paragrafo 3 – comma 2**

*Testo della Commissione Emendamento*

***Tuttavia*** il ***primo comma*** non si applica se l'uso ***è autorizzato dalla legge per accertare, prevenire, indagare e perseguire reati*** o se è necessario per l'esercizio del diritto alla libertà di espressione e del diritto alla libertà delle arti e delle scienze garantito dalla Carta dei diritti fondamentali dell'UE, e fatte salve le tutele adeguate per i diritti e le libertà dei terzi.

***3 bis.*** Il ***paragrafo 3*** non si applica se l'uso ***di un sistema di IA che genera o manipola testi o contenuti audio o visivi è autorizzato dalla legge*** o se è necessario per l'esercizio del diritto alla libertà di espressione e del diritto alla libertà delle arti e delle scienze garantito dalla Carta dei diritti fondamentali dell'UE, e fatte salve le tutele adeguate per i diritti e le libertà dei terzi. ***Qualora tali contenuti facciano parte di un'opera o di un programma cinematografico, videoludico o analogo manifestamente creativo, satirico, artistico o fittizio, gli obblighi di trasparenza di cui al paragrafo 3 si limitano all'obbligo di rivelare l'esistenza di tali contenuti generati o manipolati in modo adeguato, chiaro e visibile che non ostacoli l'esposizione dell'opera, nonché di divulgare i diritti d'autore applicabili, se del caso. Non impedisce inoltre alle autorità di contrasto di utilizzare sistemi di IA destinati a individuare i "deep fake" e a prevenire, indagare e perseguire reati connessi al loro uso.***

**Emendamento 488**

**Proposta di regolamento**

**Articolo 52 – paragrafo 3 ter (nuovo)**

*Testo della Commissione Emendamento*

3 ter. Le informazioni di cui ai paragrafi da 1 a 3 sono fornite alle persone fisiche al più tardi al momento della prima interazione o esposizione. Devono essere accessibili alle persone vulnerabili, come le persone con disabilità o i minori, nonché corredate, ove pertinente e possibile, di procedure di intervento o di segnalazione per la persona fisica esposta, che tengano conto dello stato dell'arte generalmente riconosciuto e delle pertinenti norme armonizzate e specifiche comuni.

**Emendamento 489**

**Proposta di regolamento Articolo 53 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Gli spazi di sperimentazione normativa per l'IA istituiti da una o più autorità competenti degli Stati membri o dal Garante europeo della protezione dei dati forniscono un ambiente controllato che facilita lo sviluppo, le prove e la convalida di sistemi di IA innovativi per un periodo di tempo limitato prima della loro immissione sul mercato o della loro messa in servizio conformemente a un piano specifico. Ciò avviene sotto la guida e il controllo diretti delle autorità competenti al fine di garantire la conformità ai requisiti del presente regolamento e, se del caso, di altre normative dell'Unione e degli Stati membri controllate all'interno dello spazio di sperimentazione.

1. ***Gli Stati membri istituiscono almeno uno spazio*** di sperimentazione normativa per l'IA a ***livello nazionale, che sarà operativo al più tardi*** il ***giorno dell'entrata in applicazione*** del presente regolamento. ***Tale*** spazio di sperimentazione ***può anche essere istituito congiuntamente con uno o diversi altri Stati membri***.

**Emendamento 490**

**Proposta di regolamento**

**Articolo 53 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Possono essere istituiti ulteriori spazi di sperimentazione normativa per

l'IA a livello regionale o locale o congiuntamente con altri Stati membri.

**Emendamento 491**

**Proposta di regolamento**

**Articolo 53 – paragrafo 1 ter (nuovo)**

*Testo della Commissione Emendamento*

1 ter. Anche la Commissione e il Garante europeo della protezione dei dati, da soli, congiuntamente o in collaborazione con uno o più Stati membri, possono istituire spazi di sperimentazione normativa per l'IA a livello dell'Unione.

**Emendamento 492 Proposta di regolamento**

**Articolo 53 – paragrafo 1 quater (nuovo)**

*Testo della Commissione Emendamento*

1 quater. Le autorità costituenti assegnano risorse sufficienti per conformarsi al presente articolo in maniera efficace e tempestiva.

**Emendamento 493 Proposta di regolamento**

**Articolo 53 – paragrafo 1 quinquies (nuovo)**

*Testo della Commissione Emendamento*

1 quinquies. Gli spazi di sperimentazione normativa per l'IA, conformemente ai criteri di cui all'articolo 53 bis, garantiscono un ambiente controllato che promuove l'innovazione e facilita lo sviluppo, la sperimentazione e la convalida di sistemi di IA innovativi per un periodo di tempo limitato prima della loro immissione sul mercato o della loro messa in servizio conformemente a un piano specifico concordato tra i potenziali fornitori e

l'autorità costituente.

**Emendamento 494**

**Proposta di regolamento**

**Articolo 53 – paragrafo 1 sexies (nuovo)**

*Testo della Commissione Emendamento*

1 sexies. L'istituzione di spazi di sperimentazione normativa per l'IA è intesa a contribuire ai seguenti obiettivi:

1. ***le autorità competenti forniscano orientamenti ai potenziali fornitori di sistemi di IA per conseguire la conformità normativa con il presente regolamento o, se del caso, ad altre pertinenti normative applicabili dell'Unione e degli Stati membri;***
2. ***i potenziali fornitori consentano e agevolino la sperimentazione e lo sviluppo di soluzioni innovative relative ai sistemi di IA;***
3. ***apprendimento normativo in un ambiente controllato.***

**Emendamento 495 Proposta di regolamento**

**Articolo 53 – paragrafo 1 septies (nuovo)**

*Testo della Commissione Emendamento*

1 septies. Le autorità costituenti forniscono orientamenti e supervisione nell'ambito dello spazio di sperimentazione allo scopo di individuare i rischi, in particolare per i diritti fondamentali, la democrazia e lo Stato di diritto, la salute e la sicurezza e l'ambiente, testare e dimostrare le misure di attenuazione dei rischi individuati e la loro efficacia e garantire la conformità ai requisiti del presente regolamento e, se del caso, di altre normative dell'Unione e degli Stati membri.

**Emendamento 496**

**Proposta di regolamento**

**Articolo 53 – paragrafo 1 octies (nuovo)**

*Testo della Commissione Emendamento*

1 octies. Le autorità costituenti forniscono ai potenziali fornitori di spazi di sperimentazione che sviluppano sistemi di IA ad alto rischio orientamenti e supervisione sul modo in cui soddisfare i requisiti previsti dal presente regolamento, in modo che i sistemi di IA possano uscire dallo spazio di sperimentazione presumendo la conformità ai requisiti specifici del presente regolamento che sono stati valutati all'interno dello spazio di sperimentazione. Nella misura in cui il sistema di IA soddisfa i requisiti quando esce dallo spazio di sperimentazione, esso si considera conforme al presente regolamento. A tale riguardo, le autorità di vigilanza del mercato o gli organismi notificati, a seconda dei casi, tengono conto delle relazioni di uscita elaborate dall'autorità costituita nel contesto delle procedure di valutazione della conformità o delle verifiche di vigilanza del mercato.

**Emendamento 497**

**Proposta di regolamento Articolo 53 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***Gli Stati membri*** garantiscono che, nella misura in cui i sistemi di IA innovativi comportano il trattamento di dati personali o rientrano altrimenti nell'ambito di competenza di altre autorità nazionali o autorità competenti che forniscono o sostengono l'accesso ai dati, le autorità nazionali per la protezione dei dati e tali altre autorità nazionali siano associate al funzionamento dello spazio di sperimentazione normativa per l'IA.
2. ***Le autorità costituenti*** garantiscono che, nella misura in cui i sistemi di IA innovativi comportano il trattamento di dati personali o rientrano altrimenti nell'ambito di competenza di altre autorità nazionali o autorità competenti che forniscono o sostengono l'accesso ai dati ***personali***, le autorità nazionali per la protezione dei dati ***o, nei casi di cui al paragrafo 1 ter, il GEPD,*** e tali altre autorità nazionali siano associate al funzionamento dello spazio di sperimentazione normativa per l'IA ***e partecipino al controllo di tali aspetti avvalendosi pienamente dei rispettivi compiti***

e poteri.

**Emendamento 498**

**Proposta di regolamento Articolo 53 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Gli spazi di sperimentazione normativa per l'IA non pregiudicano i poteri correttivi e di controllo delle autorità competenti. Qualsiasi rischio significativo per la ***salute e la sicurezza*** e i diritti fondamentali individuato durante lo sviluppo e le prove di tali sistemi deve comportare l'adozione di immediate misure di attenuazione ***e, in mancanza*** di ***ciò***, ***la sospensione del*** processo ***di sviluppo e*** di prova ***fino a che tali rischi non risultino attenuati.***
2. Gli spazi di sperimentazione normativa per l'IA non pregiudicano i poteri correttivi e di controllo delle autorità competenti***, anche a livello regionale o locale***. Qualsiasi rischio significativo per i diritti fondamentali, ***la democrazia e lo stato di diritto, la salute e la sicurezza o l'ambiente*** individuato durante lo sviluppo e le prove di tali sistemi ***di IA*** deve comportare l'adozione di immediate ***e adeguate*** misure di attenuazione***. Le autorità competenti hanno il potere di sospendere***, ***in via temporanea o permanente, il*** processo di prova ***o la partecipazione allo spazio*** di ***sperimentazione se non è possibile un'attenuazione efficace e informano l'ufficio di IA di tale decisione;***

**Emendamento 499**

**Proposta di regolamento Articolo 53 – paragrafo 4**

*Testo della Commissione Emendamento*

1. I ***partecipanti allo*** spazio di sperimentazione normativa per l'IA restano responsabili ai sensi della normativa applicabile dell'Unione e degli Stati membri in materia di responsabilità per eventuali danni arrecati a terzi a seguito della sperimentazione che ha luogo nello spazio di sperimentazione.
2. I ***potenziali fornitori nello*** spazio di sperimentazione normativa per l'IA restano responsabili ai sensi della normativa applicabile dell'Unione e degli Stati membri in materia di responsabilità per eventuali danni arrecati a terzi a seguito della sperimentazione che ha luogo nello spazio di sperimentazione. ***Tuttavia, a condizione che i potenziali fornitori rispettino il piano specifico di cui al paragrafo 1 ter e i termini e le condizioni di partecipazione e seguano in buona fede la guida fornita dalle autorità costituenti, queste ultime non adottano alcuna sanzione amministrativa per***

violazione del presente regolamento.

**Emendamento 500**

**Proposta di regolamento Articolo 53 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Le autorità ***competenti degli Stati membri che hanno istituito spazi di sperimentazione normativa per l'IA*** coordinano le loro attività e cooperano nel quadro ***del comitato europeo per l'intelligenza artificiale. Esse presentano al Comitato e alla Commissione relazioni annuali sui risultati dell'attuazione di tali sistemi, comprese le buone pratiche, gli insegnamenti tratti e le raccomandazioni sulla loro configurazione e, ove pertinente, sull'applicazione del presente regolamento e di altre normative dell'Unione soggette a controllo nell'ambito dello spazio di sperimentazione.***
2. Le autorità ***costituenti*** coordinano le loro attività e cooperano nel quadro ***dell'ufficio per l'IA***.

**Emendamento 501**

**Proposta di regolamento**

**Articolo 53 – paragrafo 5 bis (nuovo)**

*Testo della Commissione Emendamento*

5 bis. Le autorità costituenti informano l'ufficio per l'IA dell'istituzione di uno spazio di sperimentazione e possono chiedere sostegno e orientamenti.

L'ufficio per l'IA mette a disposizione del pubblico un elenco degli spazi di sperimentazione previsti ed esistenti che tiene aggiornato per incoraggiare una maggiore interazione negli spazi di sperimentazione normativa e la cooperazione transnazionale.

**Emendamento 502**

**Proposta di regolamento**

**Articolo 53 – paragrafo 5 ter (nuovo)**

*Testo della Commissione Emendamento*

1. ***ter. Le autorità costituenti presentano all'ufficio per l'IA e, a meno che la Commissione non sia l'unica autorità costituita, relazioni annuali a decorrere dall'anno successivo alla creazione dello spazio di sperimentazione e, successivamente, ogni anno fino alla sua chiusura, e quindi una relazione definitiva. Tali relazioni contengono informazioni sui progressi e i risultati dell'attuazione di tali spazi di sperimentazione, comprese le prassi eccellenti, gli incidenti, gli insegnamenti tratti e le raccomandazioni sulla loro configurazione e, ove pertinente, sull'applicazione ed eventuale revisione del presente regolamento e di altre normative dell'Unione soggette a controllo nell'ambito dello spazio di sperimentazione. Le relazioni annuali o estratti delle stesse sono messi a disposizione del pubblico online.***

**Emendamento 503**

**Proposta di regolamento Articolo 53 – paragrafo 6**

*Testo della Commissione Emendamento*

1. ***Le modalità*** e le ***condizioni di funzionamento degli*** spazi di sperimentazione normativa ***per l'IA, compresi i criteri di ammissibilità e la procedura*** per ***la domanda, la selezione, la partecipazione*** e ***l'uscita dallo spazio*** di ***sperimentazione, nonché i diritti e gli obblighi dei partecipanti sono stabiliti in atti di esecuzione. Tali atti di esecuzione sono adottati in conformità alla procedura d'esame di cui all'articolo 74, paragrafo 2.***
2. ***La Commissione sviluppa un'interfaccia unica*** e ***dedicata contenente tutte*** le ***informazioni pertinenti relative agli*** spazi di sperimentazione normativa***, unitamente a un punto di contatto unico a livello dell'Unione*** per ***interagire con gli spazi di sperimentazione normativa*** e ***permettere ai portatori*** di ***interessi di formulare richieste di informazioni presso le autorità competenti e di chiedere orientamenti non vincolanti sulla conformità*** di ***prodotti, servizi e modelli aziendali innovativi che integrano le tecnologie di IA;***

La Commissione si coordina proattivamente con le autorità nazionali, regionali e locali, se del caso.

**Emendamento 504**

**Proposta di regolamento**

**Articolo 53 – paragrafo 6 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Ai fini del paragrafo 1 e 1 bis, la Commissione svolge un ruolo complementare che permette agli Stati membri con di basarsi sulle loro competenze e, dall'altro lato, li assiste e fornisce conoscenze tecniche e risorse agli Stati membri che chiedono orientamenti sulla creazione e la gestione di tali spazi di sperimentazione normativa.***

**Emendamento 505**

**Proposta di regolamento Articolo 53 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 53 bis

Modalità e funzionamento degli spazi di sperimentazione normativa per l'IA

1. ***Onde evitare la frammentazione nell'intera Unione, la Commissione, in consultazione con l'ufficio per l'IA, adotta un atto delegato che precisa le modalità per l'istituzione, lo sviluppo, l'attuazione, il funzionamento e la supervisione degli spazi di sperimentazione normativa per l'IA, tra cui i criteri di ammissibilità e la procedura per la domanda, la selezione, la partecipazione e l'uscita dallo spazio di sperimentazione, nonché i diritti e gli obblighi dei partecipanti sulla base delle disposizioni di cui al presente articolo.***
2. ***Alla Commissione è conferito il potere di adottare atti delegati conformemente all'articolo 73, entro 12 mesi dall'entrata in vigore del presente regolamento. Essa***

garantisce che:

1. ***gli spazi di sperimentazione normativa siano aperti a qualsiasi potenziale fornitore di un sistema di IA che soddisfi i criteri di ammissibilità e selezione. I criteri di accesso allo spazio di sperimentazione normativa sono trasparenti ed equi e le autorità istitutive informano i richiedenti della loro decisione entro 3 mesi dalla domanda;***
2. ***gli spazi di sperimentazione normativa consentano un accesso ampio e paritario e tengano il passo con la domanda di partecipazione;***
3. ***l'accesso agli spazi di sperimentazione normativa per l'IA sia gratuito per le PMI e le start-up, fatti salvi i costi straordinari che le autorità istituenti possono recuperare in maniera equa e proporzionata;***
4. ***gli spazi di sperimentazione normativa facilitino il coinvolgimento di altri attori pertinenti nell'ambito dell'ecosistema dell'IA, quali organismi notificati e organizzazioni di normazione (PMI, start- up, imprese, innovatori, strutture di prova e di sperimentazione, laboratori di ricerca e sperimentazione e poli di innovazione digitale, centri di eccellenza, singoli ricercatori), al fine di consentire e facilitare la cooperazione con i settori pubblico e privato;***
5. ***gli spazi di sperimentazione normativa consentano ai potenziali fornitori di adempiere, in un ambiente controllato, agli obblighi di valutazione della conformità del presente regolamento o l'applicazione volontaria dei codici di condotta di cui all'articolo 69;***
6. ***le procedure, i processi e i requisiti amministrativi per l'applicazione, la selezione, la partecipazione e l'uscita dallo spazio di sperimentazione siano semplici, facilmente intelligibili, comunicati chiaramente per agevolare la partecipazione delle PMI e delle start-up con capacità giuridiche e amministrative limitate e siano razionalizzati in tutta l'Unione, al fine di evitare la frammentazione e che la partecipazione a uno spazio di***

sperimentazione normativa istituito da uno Stato membro, dalla Commissione o dal GEPD sia reciprocamente e uniformemente riconosciuta e produca gli stessi effetti giuridici nell'intera Unione;

1. ***la partecipazione allo spazio di sperimentazione normativa per l'IA sia limitata a un periodo commisurato alla complessità e alla portata del progetto;***
2. ***gli spazi di sperimentazione agevolino lo sviluppo di strumenti e infrastrutture per la sperimentazione, l'analisi comparativa, la valutazione e la spiegazione delle dimensioni dei sistemi di IA pertinenti per gli spazi di sperimentazione, quali l'accuratezza, la robustezza e la cibersicurezza, nonché la riduzione al minimo dei rischi per i diritti fondamentali, l'ambiente e la società in generale.***
3. ***I potenziali fornitori negli spazi di sperimentazione, soprattutto le PMI e le start-up, beneficiano di un accesso agevolato ai servizi di pre-diffusione, quali gli orientamenti sull'attuazione del presente regolamento, ad altri servizi a valore aggiunto, quali l'assistenza per i documenti di normazione e la certificazione e la consultazione, e ad altre iniziative del mercato unico digitale, quali i centri di prova e di sperimentazione, i poli digitali, i centri di eccellenza e le capacità di analisi comparativa dell'UE.***

**Emendamento 506**

**Proposta di regolamento Articolo 54 – titolo**

*Testo della Commissione Emendamento*

Ulteriore trattamento dei dati ***personali*** per lo sviluppo nello spazio di sperimentazione normativa per l'IA di determinati sistemi di IA nell'interesse pubblico

Ulteriore trattamento dei dati per lo sviluppo nello spazio di sperimentazione normativa per l'IA di determinati sistemi di IA nell'interesse pubblico

**Emendamento 507**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

* 1. Nello spazio di sperimentazione normativa per l'IA i dati personali legalmente raccolti per altre finalità ***sono*** trattati ai fini dello sviluppo e delle prove nello spazio di sperimentazione di determinati sistemi di IA ***innovativi alle*** seguenti condizioni:

1. Nello spazio di sperimentazione normativa per l'IA i dati personali legalmente raccolti per altre finalità ***possono essere*** trattati ***unicamente*** ai fini dello sviluppo e delle prove nello spazio di sperimentazione di determinati sistemi di IA ***allorché sono soddisfatte tutte le*** seguenti condizioni:

**Emendamento 508**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera a – parte introduttiva**

*Testo della Commissione Emendamento*

a) i sistemi di IA ***innovativi*** sono sviluppati per salvaguardare un interesse pubblico rilevante in uno o più dei seguenti settori:

a) i sistemi di IA sono sviluppati per salvaguardare un interesse pubblico rilevante in uno o più dei seguenti settori:

1. ***la sicurezza pubblica e la sanità pubblica, compresi l'individuazione, la diagnosi, la prevenzione, il controllo e la cura delle malattie;***
2. ***un elevato livello di protezione e di miglioramento della qualità dell'ambiente, la tutela della biodiversità, l'inquinamento nonché la mitigazione dei cambiamenti climatici e l'adattamento ad essi;***

iii bis) la sicurezza e la resilienza dei sistemi, delle infrastrutture critiche e delle reti di trasporto;

**Emendamento 509**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera a – punto i**

*Testo della Commissione Emendamento*

1. ***la prevenzione, l'indagine, l'accertamento e il perseguimento di reati o***

soppresso

l'esecuzione di sanzioni penali, incluse la salvaguardia contro le minacce alla sicurezza pubblica e la prevenzione delle stesse, sotto il controllo e la responsabilità delle autorità competenti. Il trattamento si basa sul diritto degli Stati membri o dell'Unione;

**Emendamento 510 Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera c**

*Testo della Commissione Emendamento*

c) esistono meccanismi di monitoraggio efficaci per individuare eventuali rischi elevati per i diritti ***fondamentali*** degli interessati durante la sperimentazione nello spazio di sperimentazione e meccanismi di risposta per attenuare rapidamente tali rischi e, ove necessario, interrompere il trattamento;

1. esistono meccanismi di monitoraggio efficaci per individuare eventuali rischi elevati per i diritti ***e le libertà*** degli interessati ***di cui all'articolo 35 del regolamento (UE) 2016/679 e all'articolo 35 del regolamento (UE) 2018/1725*** durante la sperimentazione nello spazio di sperimentazione e meccanismi di risposta per attenuare rapidamente tali rischi e, ove necessario, interrompere il trattamento;

**Emendamento 511**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera d**

*Testo della Commissione Emendamento*

1. i dati personali da trattare nel contesto dello spazio di sperimentazione sono in un ambiente di trattamento dei dati funzionalmente separato, isolato e protetto sotto il controllo dei ***partecipanti*** e solo le persone autorizzate hanno accesso a tali dati;

d) i dati personali da trattare nel contesto dello spazio di sperimentazione sono in un ambiente di trattamento dei dati funzionalmente separato, isolato e protetto sotto il controllo dei ***potenziali fornitori*** e solo le persone autorizzate hanno accesso a tali dati;

**Emendamento 512**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera f**

*Testo della Commissione Emendamento*

f) il trattamento di dati personali nel contesto dello spazio di sperimentazione non comporta misure o decisioni aventi ripercussioni sugli interessati;

1. il trattamento di dati personali nel contesto dello spazio di sperimentazione non comporta misure o decisioni aventi ripercussioni sugli interessati ***né incide sull'applicazione dei loro diritti sanciti dal diritto dell'Unione in materia di protezione dei dati personali***;

**Emendamento 513**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera g**

*Testo della Commissione Emendamento*

1. i dati personali trattati nell'ambito dello spazio di sperimentazione sono cancellati una volta terminata la partecipazione allo spazio di sperimentazione o al raggiungimento del termine del periodo di conservazione dei dati personali;
2. i dati personali trattati nell'ambito dello spazio di sperimentazione sono ***protetti mediante adeguate misure tecniche e organizzative e*** cancellati una volta terminata la partecipazione allo spazio di sperimentazione o al raggiungimento del termine del periodo di conservazione dei dati personali;

**Emendamento 514**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera h**

*Testo della Commissione Emendamento*

1. i log del trattamento dei dati personali nel contesto dello spazio di sperimentazione sono conservati per la durata della partecipazione allo spazio di sperimentazione ***e per 1 anno dopo la sua cessazione, al solo scopo di adempiere gli obblighi di rendicontazione e documentazione previsti dal presente articolo o da altre normative applicabili dell'Unione o degli Stati membri e solo per il tempo necessario per adempiere tali obblighi***;

h) i log del trattamento dei dati personali nel contesto dello spazio di sperimentazione sono conservati per la durata della partecipazione allo spazio di sperimentazione;

**Emendamento 515**

**Proposta di regolamento**

**Articolo 54 – paragrafo 1 – lettera j**

*Testo della Commissione Emendamento*

j) una breve sintesi del ***progetto*** di IA sviluppato nello spazio di sperimentazione, dei suoi obiettivi e dei risultati attesi è pubblicata sul sito web delle autorità competenti.

1. una breve sintesi del ***sistema*** di IA sviluppato nello spazio di sperimentazione, dei suoi obiettivi***, delle ipotesi*** e dei risultati attesi è pubblicata sul sito web delle autorità competenti.

**Emendamento 516**

**Proposta di regolamento Articolo 54 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 54 bis

Promozione della ricerca e dello sviluppo dell'IA a sostegno di risultati vantaggiosi dal punto di vista sociale e ambientale

* 1. ***Gli Stati membri promuovono la ricerca e lo sviluppo di soluzioni di IA a sostegno di risultati vantaggiosi dal punto di vista sociale e ambientale, compreso, ma non solo, lo sviluppo di soluzioni basate sull'IA per aumentare l'accessibilità per le persone con disabilità, affrontare le disuguaglianze socioeconomiche e conseguire obiettivi in materia di sostenibilità e di ambiente:***

1. ***fornendo ai progetti pertinenti un accesso prioritario agli spazi di sperimentazione normativa per l'IA nella misura in cui essi soddisfano le condizioni di ammissibilità;***
2. ***stanziando finanziamenti pubblici, anche da pertinenti fondi dell'UE, per la ricerca e lo sviluppo dell'IA a sostegno di risultati vantaggiosi dal punto di vista sociale e ambientale;***
3. ***organizzando specifiche attività di sensibilizzazione sull'applicazione del presente regolamento, sulla disponibilità***

di fondi dedicati e sulle procedure di richiesta degli stessi, adeguate alle esigenze di tali progetti;

1. ***ove opportuno, istituendo canali dedicati accessibili, anche nell'ambito dello spazio di sperimentazione, per la comunicazione con i progetti al fine di fornire orientamenti e rispondere alle domande sull'attuazione del presente regolamento.***

Gli Stati membri sostengono la società civile e i portatori di interessi sociali nel guidare tali progetti o parteciparvi.

**Emendamento 517**

**Proposta di regolamento Articolo 55 – titolo**

*Testo della Commissione Emendamento*

Misure per ***i fornitori di piccole dimensioni*** e gli utenti

Misure per ***le PMI, le start-up*** e gli utenti

**Emendamento 518 Proposta di regolamento**

**Articolo 55 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) fornire ***ai fornitori di piccole dimensioni*** e alle start-up un accesso prioritario agli spazi di sperimentazione normativa per l'IA nella misura in cui essi soddisfano le condizioni di ammissibilità;

1. fornire ***alle PMI*** e alle start-up ***stabilite nell'Unione*** un accesso prioritario agli spazi di sperimentazione normativa per l'IA nella misura in cui essi soddisfano le condizioni di ammissibilità;

**Emendamento 519**

**Proposta di regolamento**

**Articolo 55 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. organizzare specifiche attività di b) organizzare specifiche attività di

sensibilizzazione sull'applicazione del presente regolamento adattate alle esigenze ***dei fornitori di piccole dimensioni*** e degli utenti;

sensibilizzazione ***e di sviluppo rafforzato delle competenze digitali*** sull'applicazione del presente regolamento adattate alle esigenze ***delle PMI, delle start-up*** e degli utenti;

**Emendamento 520**

**Proposta di regolamento**

**Articolo 55 – paragrafo 1 – lettera c**

*Testo della Commissione Emendamento*

1. ove opportuno, istituire ***un canale dedicato*** per la comunicazione con ***i fornitori di piccole dimensioni***, gli utenti e altri innovatori, al fine di fornire orientamenti e rispondere alle domande sull'attuazione del presente regolamento***.***

c) ***utilizzare i canali dedicati esistenti e,*** ove opportuno, istituire ***nuovi canali dedicati*** per la comunicazione con ***le PMI, le start-up***, gli utenti e altri innovatori, al fine di fornire orientamenti e rispondere alle domande sull'attuazione del presente regolamento***;***

**Emendamento 521**

**Proposta di regolamento**

**Articolo 55 – paragrafo 1 – lettera c bis (nuova)**

*Testo della Commissione Emendamento*

c bis) promuovere la partecipazione delle PMI e di altri portatori di interessi pertinenti al processo di sviluppo della normazione;

**Emendamento 522**

**Proposta di regolamento Articolo 55 – paragrafo 2**

*Testo della Commissione Emendamento*

* 1. Nel fissare le tariffe per la valutazione della conformità a norma dell'articolo 43 si tiene conto degli interessi e delle esigenze specifici ***dei fornitori di piccole dimensioni***, riducendo tali tariffe proporzionalmente alle loro dimensioni ***e***

2. Nel fissare le tariffe per la valutazione della conformità a norma dell'articolo 43 si tiene conto degli interessi e delle esigenze specifici ***delle PMI, delle start-up e degli utenti***, riducendo tali tariffe proporzionalmente ***alla fase di sviluppo,*** alle loro dimensioni***,*** alle

alle dimensioni del loro mercato. dimensioni del loro mercato e alla domanda del mercato. La Commissione valuta periodicamente i costi di certificazione e di conformità per le PMI e le start-up, anche attraverso consultazioni trasparenti con le PMI, le start-up e gli utenti, e collabora con gli Stati membri per ridurre tali costi, ove possibile. La Commissione riferisce in merito a tali risultati al Parlamento europeo e al Consiglio nell'ambito della relazione sulla valutazione e sul riesame del presente regolamento di cui all'articolo 84, paragrafo 2.

**Emendamento 523 Proposta di regolamento**

**Articolo 56 – SEZIONE 1 – Titolo**

*Testo della Commissione Emendamento*

Titolo SEZIONE 1: Disposizioni generali

sull'ufficio europeo per l'intelligenza artificiale

**Emendamento 524**

**Proposta di regolamento Articolo 56 – titolo**

*Testo della Commissione Emendamento*

Istituzione ***del comitato*** europeo per l'intelligenza artificiale

Istituzione ***dell'ufficio*** europeo per l'intelligenza artificiale

**Emendamento 525**

**Proposta di regolamento Articolo 56 – paragrafo 1**

*Testo della Commissione Emendamento*

1. È istituito un ***"comitato*** europeo per l'intelligenza artificiale" (***il***

1. È istituito un ***"ufficio*** europeo per l'intelligenza artificiale" (***l'"ufficio per***

"comitato"). l'IA"). L'ufficio per l'IA è un organismo indipendente dell'Unione. Esso è dotato di personalità giuridica.

**Emendamento 526 Proposta di regolamento**

**Articolo 56 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

1. ***Il comitato fornisce consulenza*** e

assistenza alla Commissione al fine di:

2. L'ufficio per l'AI è dotato di una segreteria e dispone di risorse finanziarie e di personale adeguati allo scopo di svolgere i compiti previsti dal presente regolamento.

**Emendamento 527**

**Proposta di regolamento**

**Articolo 56 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. L'ufficio per l'IA ha sede a Bruxelles.

**Emendamento 528**

**Proposta di regolamento Articolo 56 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 56 bis Struttura

La struttura amministrativa e di gestione dell'ufficio per l'IA comprende:

1. ***un consiglio di amministrazione, compreso un presidente;***
2. ***una segreteria amministrata da un direttore esecutivo;***
3. ***un forum consultivo.***

**Emendamento 529**

**Proposta di regolamento Articolo 56 ter (nuovo)**

*Testo della Commissione Emendamento*

Articolo 56 ter Compiti dell'ufficio per l'IA

L'ufficio per l'IA svolge i compiti seguenti:

1. ***fornisce sostegno, consulenza e cooperazione agli Stati membri, alle autorità nazionali di controllo, alla Commissione e alle altre istituzioni, organi e organismi dell'Unione in merito all'attuazione del presente regolamento;***
2. ***monitora e garantisce l'applicazione efficace e coerente del presente regolamento, fatti salvi i compiti delle autorità nazionali di controllo;***
3. ***contribuisce al coordinamento tra le autorità nazionali di controllo responsabili dell'applicazione del presente regolamento;***
4. ***funge da mediatore nelle discussioni su gravi disaccordi che possono sorgere tra le autorità competenti in merito all'applicazione del regolamento;***
5. ***coordina indagini congiunte, a norma dell'articolo 66 bis;***
6. ***contribuisce all'efficace cooperazione con le autorità competenti dei paesi terzi e con le organizzazioni internazionali;***
7. ***raccoglie e condivide le competenze e le migliori pratiche degli Stati membri e assiste le autorità nazionali di controllo degli Stati membri e la Commissione nello sviluppo delle competenze organizzative e tecniche necessarie per l'attuazione del presente regolamento, anche agevolando la creazione e il mantenimento di un gruppo di esperti dell'Unione;***
8. ***esamina, di propria iniziativa o su richiesta del suo consiglio di amministrazione o della Commissione, le***

questioni relative all'attuazione del presente regolamento e formula pareri, raccomandazioni o contributi scritti, anche per quanto riguarda:

1. ***specifiche tecniche o norme esistenti; ii) le linee direttrici della Commissione:***
   1. ***codici di condotta e relativa applicazione, in stretta cooperazione con l'industria e con altri pertinenti portatori di interessi;***
   2. ***l'eventuale revisione del regolamento, la preparazione degli atti delegati e gli eventuali allineamenti del presente regolamento agli atti giuridici elencati nell'allegato II;***
   3. ***le tendenze, come la competitività globale europea nell'intelligenza artificiale, la diffusione dell'intelligenza artificiale nell'Unione, lo sviluppo di competenze digitali e le minacce sistemiche emergenti relative all'intelligenza artificiale;***
   4. ***orientamenti sulle modalità di applicazione del presente regolamento alla tipologia in costante evoluzione delle catene del valore dell'IA, in particolare per quanto riguarda le conseguenti implicazioni in termini di responsabilità di tutti i soggetti coinvolti;***
2. ***la pubblicazione di:***
3. ***una relazione annuale comprendente una valutazione dell'attuazione del presente regolamento, un riesame delle relazioni sugli incidenti gravi di cui all'articolo 62 e il funzionamento della banca dati di cui all'articolo 60 e***
4. ***raccomandazioni alla Commissione sulla categorizzazione delle pratiche vietate, sui sistemi di IA ad alto rischio di cui all'allegato III, sui codici di condotta di cui all'articolo 69 e sull'applicazione dei principi generali delineati***

all'articolo 4 bis;

1. ***assiste le autorità nella creazione e nello sviluppo di spazi di sperimentazione normativa e agevola la cooperazione tra***

gli spazi di sperimentazione normativa;

1. ***organizza riunioni con le agenzie e gli organismi di governance dell'Unione i cui compiti sono connessi all'intelligenza artificiale e all'attuazione del presente regolamento;***
2. ***organizza consultazioni trimestrali con il forum consultivo e, se del caso, consultazioni pubbliche con altri portatori di interessi e rende pubblici i risultati di tali consultazioni sul suo sito web;***
3. ***promuove la consapevolezza e la comprensione da parte del pubblico riguardo ai benefici, ai rischi, alle garanzie e ai diritti e obblighi in relazione all'uso di sistemi di IA;***
4. ***facilita lo sviluppo di criteri comuni e una comprensione condivisa tra gli operatori del mercato e le autorità competenti dei concetti pertinenti di cui al presente regolamento;***
5. ***fornisce un monitoraggio dei modelli di base e organizza un dialogo regolare con gli sviluppatori dei modelli di base per quanto riguarda la loro conformità, nonché con i sistemi di IA che fanno uso di tali modelli di IA;***
6. ***fornisce orientamenti interpretativi su come la legge sull'IA si applica alla tipologia in costante evoluzione delle catene del valore dell'IA e su quali saranno le implicazioni che ne derivano in termini di responsabilità di tutti i soggetti coinvolti nei diversi scenari basati sullo stato dell'arte generalmente riconosciuto, anche come indicato nelle pertinenti norme armonizzate;***
7. ***assicura una sorveglianza e un monitoraggio particolari e istituzionalizza un dialogo regolare con i fornitori di modelli di base sulla conformità dei modelli di base e dei sistemi di IA che si avvalgono di tali modelli di IA all'articolo 28 ter del presente regolamento e sulle migliori pratiche del settore per l'autogoverno. Tali riunioni sono aperte alle autorità nazionali di***

controllo, agli organismi notificati e alle autorità di vigilanza del mercato affinché possano parteciparvi e contribuirvi.

1. ***pubblica e aggiorna periodicamente orientamenti sulle soglie che qualificano l'addestramento di un modello di base come un ciclo di addestramento ampio, registra e monitora i casi noti di cicli di addestramento ampi e pubblica una relazione annuale sullo stato di avanzamento dello sviluppo, della proliferazione e dell'uso di modelli di base insieme a opzioni strategiche per affrontare i rischi e le opportunità specifici dei modelli di base;***
2. ***promuove l'alfabetizzazione in materia di intelligenza artificiale conformemente all'articolo 4 ter.***

**Emendamento 530**

**Proposta di regolamento Articolo 56 quater (nuovo)**

*Testo della Commissione Emendamento*

Articolo 56 quater

Responsabilità, indipendenza e trasparenza

1. L'ufficio per l'IA:

1. ***risponde del proprio operato al Parlamento europeo e al Consiglio, ai sensi del presente regolamento.***
2. ***agisce in modo indipendente nello svolgimento dei suoi compiti o nell'esercizio dei suoi poteri; e***
3. ***garantisce un elevato livello di trasparenza per quanto riguarda le sue attività e sviluppa buone prassi amministrative al riguardo.***

Ai documenti in possesso dell'ufficio per l'IA si applica il regolamento (CE)

n. 1049/2001.

**Emendamento 531**

**Proposta di regolamento**

**Articolo - 57 bis (nuovo) – SEZIONE 2 – titolo**

*Testo della Commissione Emendamento*

Titolo SEZIONE 2: Consiglio di

amministrazione

**Emendamento 532**

**Proposta di regolamento Articolo -57 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo -57 bis

Composizione del consiglio di amministrazione

1. ***Il consiglio di amministrazione è composto dai seguenti membri:***
2. ***un rappresentante dell'autorità nazionale di controllo di ciascuno Stato membro;***
3. ***un rappresentante della Commissione;***
4. ***un rappresentante del Garante europeo della protezione dei dati (GEPD);***
5. ***un rappresentante dell'Agenzia dell'Unione europea per la cibersicurezza (ENISA);***
6. ***un rappresentante dell'Agenzia dell'Unione europea per i diritti fondamentali (FRA).***

Ciascun rappresentante di un'autorità nazionale di controllo dispone di un voto. I rappresentanti della Commissione, del GEPD, dell'ENISA e della FRA non hanno diritto di voto. Ogni membro ha un supplente. La nomina dei membri e dei membri supplenti del consiglio di amministrazione tiene conto della necessità di garantire l'equilibrio di genere. I nomi dei membri del consiglio di

amministrazione e i loro supplenti sono resi pubblici.

1. ***I membri e i membri supplenti del consiglio di amministrazione non possono detenere posizioni o interessi commerciali confliggenti in relazione a questioni connesse all'applicazione del presente regolamento.***
2. ***Le norme relative alle riunioni e alle votazioni del consiglio di amministrazione, nonché alla nomina e alla revoca del direttore esecutivo sono stabilite nel regolamento interno di cui all'articolo -57 ter, lettera a).***

**Emendamento 533**

**Proposta di regolamento Articolo -57 ter (nuovo)**

*Testo della Commissione Emendamento*

Articolo -57 ter

Funzioni del consiglio di amministrazione

1. Il consiglio di amministrazione svolge i seguenti compiti:

1. ***prende decisioni strategiche sulle attività dell'ufficio per l'IA e adotta il suo regolamento interno a maggioranza dei due terzi dei suoi membri;***
2. ***attua il proprio regolamento interno;***
3. ***adotta il documento unico di programmazione dell'ufficio per l'IA e la sua relazione pubblica annuale e trasmette entrambi al Parlamento europeo, al Consiglio, alla Commissione e alla Corte dei conti;***
4. ***adotta il bilancio dell'ufficio per l'IA;***
5. ***nomina il direttore esecutivo e, se del caso, ne proroga o riduce il mandato o lo rimuove dall'incarico;***
6. ***decide in merito all'istituzione delle strutture interne dell'ufficio per l'IA e, se necessario, alla modifica delle strutture interne necessarie per l'adempimento dei***

compiti dell'ufficio per l'IA;

**Emendamento 534**

**Proposta di regolamento Articolo -57 quater (nuovo)**

*Testo della Commissione Emendamento*

Articolo -57 quater

Presidenza del consiglio di amministrazione

1. ***Il consiglio di amministrazione elegge a maggioranza semplice un presidente e due vicepresidenti tra i suoi membri votanti.***
2. ***Il mandato del presidente e dei vicepresidenti ha una durata di quattro anni. Il mandato del presidente e dei vicepresidenti può essere rinnovato una volta.***

**Emendamento 535 Proposta di regolamento**

**Articolo 57 – SEZIONE 3 – titolo**

*Testo della Commissione Emendamento*

Struttura del comitato Segreteria

**Emendamento 536**

**Proposta di regolamento Articolo 57 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Il comitato è composto dalle autorità nazionali di controllo, rappresentate dal capo di tale autorità o da un alto funzionario di livello equivalente, e dal Garante europeo della protezione dei dati. Altre autorità nazionali possono essere invitate alle riunioni, qualora le questioni discusse

1. ***Le attività della segreteria sono gestite da un direttore esecutivo. Il direttore esecutivo risponde al consiglio di amministrazione. Fermi restando i rispettivi poteri del consiglio di amministrazione e delle istituzioni dell'Unione, il direttore esecutivo non sollecita né accetta istruzioni da alcun***

siano di loro pertinenza. governo o altro organo.

**Emendamento 537**

**Proposta di regolamento Articolo 57 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***Il comitato adotta il suo regolamento interno a maggioranza semplice dei suoi membri, previo consenso della Commissione. Il regolamento interno contiene anche gli aspetti operativi relativi all'esecuzione dei compiti del comitato di cui all'articolo 58. Il comitato può istituire sottogruppi, se necessario, per esaminare questioni specifiche.***
2. ***Il direttore esecutivo partecipa alle audizioni su qualsiasi questione connessa alle attività dell'ufficio per l'IA e riferisce sull'esercizio delle sue funzioni su invito del Parlamento europeo o del Consiglio***.

**Emendamento 538**

**Proposta di regolamento Articolo 57 – paragrafo 3**

*Testo della Commissione Emendamento*

1. ***Il comitato è presieduto dalla Commissione. La Commissione convoca le riunioni e prepara l'ordine del giorno in conformità ai compiti del comitato a norma del presente regolamento e del relativo regolamento interno. La Commissione fornisce sostegno amministrativo e analitico per le attività del comitato a norma del presente regolamento.***
2. ***Il direttore esecutivo rappresenta l'ufficio per l'IA, anche nelle sedi internazionali per la cooperazione in materia di intelligenza artificiale.***

**Emendamento 539**

**Proposta di regolamento Articolo 57 – paragrafo 4**

*Testo della Commissione Emendamento*

1. ***Il comitato può invitare esperti e osservatori esterni a partecipare alle sue***

4. La segreteria fornisce al consiglio di amministrazione e al forum consultivo

riunioni e può tenere scambi con terzi interessati al fine di orientare, nella giusta misura, le proprie attività. A tal fine la Commissione può agevolare gli scambi tra il comitato e altri organismi, uffici, agenzie e gruppi consultivi dell'Unione.

il sostegno analitico, amministrativo e logistico necessario per svolgere i compiti dell'ufficio per l'IA, tra l'altro:

1. ***attuando le decisioni, i programmi e le attività adottati dal consiglio di amministrazione;***
2. ***preparando ogni anno il progetto di documento unico di programmazione, il progetto di bilancio, la relazione annuale di attività dell'Ufficio per l'IA, i progetti di parere e i progetti di posizione dell'ufficio per l'IA, e presentandoli al consiglio di amministrazione;***
3. ***coordinandosi con le sedi internazionali per la cooperazione in materia di intelligenza artificiale.***

**Emendamento 540**

**Proposta di regolamento Articolo 58 – SEZIONE 4 – titolo**

*Testo della Commissione Emendamento*

Compiti del comitato Forum consultivo

**Emendamento 541 Proposta di regolamento**

**Articolo 58 – comma 1 – parte introduttiva**

*Testo della Commissione Emendamento*

Nel fornire consulenza e assistenza alla Commissione nel contesto dell'articolo 56, paragrafo 2, il Comitato in particolare:

Il forum consultivo fornisce all'ufficio per l'IA il contributo dei portatori di interessi nelle questioni relative al presente regolamento, in particolare per quanto riguarda i compiti di cui

all'articolo 56 ter, lettera l).

**Emendamento 542**

**Proposta di regolamento Articolo 58 – comma 2 (nuovo)**

*Testo della Commissione Emendamento*

La composizione del forum consultivo rappresenta una selezione equilibrata di portatori di interessi, tra cui l'industria, le start-up, le PMI, la società civile, le parti sociali e il mondo accademico. La composizione del forum consultivo è equilibrata per quanto riguarda gli interessi commerciali e non commerciali e, all'interno della categoria degli interessi commerciali, per quanto riguarda le PMI e le altre imprese.

**Emendamento 543 Proposta di regolamento**

**Articolo 58 – comma 3 (nuovo)**

*Testo della Commissione Emendamento*

Il consiglio di amministrazione nomina i membri del forum consultivo conformemente alla procedura di selezione stabilita nel regolamento interno dell'ufficio per l'IA, tenendo conto della necessità di trasparenza e nel rispetto dei criteri di cui al paragrafo 2.

**Emendamento 544 Proposta di regolamento**

**Articolo 58 – comma 4 (nuovo)**

*Testo della Commissione Emendamento*

Il mandato dei membri del forum consultivo ha una durata di due anni, prorogabile fino a un massimo di quattro anni.

**Emendamento 545**

**Proposta di regolamento Articolo 58 – comma 5 (nuovo)**

*Testo della Commissione Emendamento*

Il Comitato europeo di normazione (CEN), il Comitato europeo di normazione elettrotecnica (CENELEC) e l'Istituto europeo per le norme di telecomunicazione (ETSI) sono membri permanenti del forum consultivo. Il Centro comune di ricerca è membro permanente, senza diritto di voto.

**Emendamento 546 Proposta di regolamento**

**Articolo 58 – comma 6 (nuovo)**

*Testo della Commissione Emendamento*

Il comitato consultivo redige il proprio regolamento interno. Esso elegge due copresidenti tra i suoi membri, conformemente ai criteri di cui al paragrafo 2. Il mandato dei vicepresidenti ha una durata di due anni, rinnovabile una volta.

**Emendamento 547 Proposta di regolamento**

**Articolo 58 – comma 7 (nuovo)**

*Testo della Commissione Emendamento*

Il forum consultivo tiene riunioni almeno quattro volte all'anno. Il forum consultivo può invitare esperti e altri portatori di interessi alle sue riunioni. Il direttore esecutivo può partecipare, ex officio, alle riunioni del forum consultivo.

**Emendamento 548 Proposta di regolamento**

**Articolo 58 – comma 8 (nuovo)**

*Testo della Commissione Emendamento*

Nell'adempimento del suo ruolo di cui al paragrafo 1, il forum consultivo può preparare pareri, raccomandazioni e contributi scritti.

**Emendamento 549 Proposta di regolamento**

**Articolo 58 – comma 9 (nuovo)**

*Testo della Commissione Emendamento*

Il forum consultivo può istituire sottogruppi permanenti o temporanei, se necessario, per esaminare questioni specifiche connesse agli obiettivi del presente regolamento.

**Emendamento 550 Proposta di regolamento**

**Articolo 58 – comma 10 (nuovo)**

*Testo della Commissione Emendamento*

Il forum consultivo prepara una relazione annuale sulle sue attività. Tale relazione è resa pubblica.

**Emendamento 551 Proposta di regolamento**

**Articolo 58 bis – SEZIONE 5 – titolo**

*Testo della Commissione Emendamento*

Autorità europee per l'analisi comparativa

**Emendamento 552**

**Proposta di regolamento Articolo 58 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 58 bis Analisi comparativa

Le autorità europee per l'analisi comparativa di cui all'articolo 15, paragrafo 1 bis, e l'ufficio per l'IA, in stretta cooperazione con i partner internazionali, sviluppano congiuntamente orientamenti e capacità efficaci sotto il profilo dei costi per misurare e valutare gli aspetti dei sistemi e dei componenti di IA, in particolare dei modelli di base pertinenti per la conformità e l'applicazione del presente regolamento secondo lo stato dell'arte generalmente riconosciuto, ivi compreso quanto si riflette nelle pertinenti norme armonizzate.

**Emendamento 553**

**Proposta di regolamento Articolo 59 – titolo**

*Testo della Commissione Emendamento*

Designazione delle autorità nazionali

competenti

Designazione delle autorità nazionali ***di controllo***

**Emendamento 554**

**Proposta di regolamento Articolo 59 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Ciascuno Stato membro ***istituisce o*** designa ***autorità nazionali competenti al fine di garantire l'applicazione e l'attuazione del presente regolamento. Le autorità nazionali competenti sono organizzate e gestite*** in modo ***che sia salvaguardata*** l'obiettività e l'imparzialità dei ***loro*** compiti e attività.

1. ***Entro ... [tre mesi dalla data di entrata in vigore del presente regolamento]*** ciascuno Stato membro designa ***un'autorità nazionale di controllo, che è organizzata e gestita*** in modo ***tale da salvaguardare*** l'obiettività e l'imparzialità dei ***suoi*** compiti e ***delle sue*** attività.

**Emendamento 555**

**Proposta di regolamento Articolo 59 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***Ciascuno Stato membro designa un'***autorità nazionale di controllo ***tra*** le autorità ***nazionali*** competenti***.*** L'autorità nazionale di controllo agisce in qualità ***di autorità di notifica e*** di autorità di vigilanza del mercato***, a meno che uno Stato membro non abbia motivi organizzativi e amministrativi per designare più di un'autorità***.
2. ***L'***autorità nazionale di controllo ***assicura l'applicazione e l'attuazione del presente regolamento. Per quanto riguarda i sistemi di IA ad alto rischio relativi ai prodotti cui si applicano gli atti giuridici elencati nell'allegato II,*** le autorità competenti ***designate a norma di tali atti giuridici continuano a guidare le procedure amministrative. Tuttavia, nella misura in cui un caso riguardi aspetti contemplati esclusivamente dal presente regolamento, tali autorità competenti sono vincolate dalle misure connesse a detti aspetti adottate dall'autorità nazionale di controllo designata a norma del presente regolamento.*** L'autorità nazionale di controllo agisce in qualità di autorità di vigilanza del mercato.

**Emendamento 556**

**Proposta di regolamento Articolo 59 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Gli Stati membri ***informano la*** Commissione ***della loro designazione o delle loro designazioni e, ove applicabile, dei motivi che giustificano la designazione di più autorità***.
2. ***Entro … [tre mesi dalla data di entrata in vigore del presente regolamento]*** gli Stati membri ***mettono a disposizione del pubblico e comunicano all'ufficio per l'IA e alla*** Commissione ***il nome dell'autorità nazionale di controllo e il suo recapito. L'autorità nazionale di controllo funge da punto di contatto unico per il presente regolamento e dovrebbe essere contattabile tramite mezzi di comunicazione elettronica***.

**Emendamento 557**

**Proposta di regolamento Articolo 59 – paragrafo 4**

*Testo della Commissione Emendamento*

1. Gli Stati membri garantiscono che ***le autorità nazionali competenti dispongano*** di risorse finanziarie e umane adeguate per svolgere i loro compiti a norma del presente regolamento. In particolare, ***le autorità nazionali competenti dispongono*** di sufficiente personale permanentemente disponibile, le cui competenze e conoscenze comprendono una comprensione approfondita delle tecnologie, dei dati e del calcolo dei dati di intelligenza artificiale, dei diritti fondamentali, dei rischi per la salute e la sicurezza e una conoscenza delle norme e dei requisiti giuridici esistenti.
2. Gli Stati membri garantiscono che ***l'autorità nazionale di controllo disponga*** di risorse ***tecniche,*** finanziarie e umane adeguate***, nonché delle infrastrutture necessarie*** per svolgere ***efficacemente*** i loro compiti a norma del presente regolamento. In particolare, ***l'autorità nazionale di controllo dispone*** di sufficiente personale permanentemente disponibile, le cui competenze e conoscenze comprendono una comprensione approfondita delle tecnologie, dei dati e del calcolo dei dati di intelligenza artificiale, ***della protezione dei dati personali, della cibersicurezza, del diritto in materia di concorrenza,*** dei diritti fondamentali, dei rischi per la salute e la sicurezza e una conoscenza delle norme e dei requisiti giuridici esistenti. ***Gli Stati membri valutano e, se ritenuto necessario, aggiornano annualmente i requisiti in termini di competenze e risorse di cui al presente paragrafo.***

**Emendamento 558**

**Proposta di regolamento**

**Articolo 59 – paragrafo 4 bis (nuovo)**

*Testo della Commissione Emendamento*

4 bis. Ciascuna autorità nazionale di controllo esercita i propri poteri e svolge le proprie funzioni in modo indipendente, imparziale e senza pregiudizi.

Nell'adempimento dei rispettivi compiti e nell'esercizio dei rispettivi poteri previsti dal presente regolamento, i membri di ciascuna autorità nazionale di controllo non sollecitano né accettano istruzioni da alcun organismo e si astengono da qualsiasi atto incompatibile con il carattere delle loro funzioni.

**Emendamento 559**

**Proposta di regolamento**

**Articolo 59 – paragrafo 4 ter (nuovo)**

*Testo della Commissione Emendamento*

4 ter. Le autorità nazionali di controllo soddisfano i requisiti minimi di cibersicurezza stabiliti per gli organismi della pubblica amministrazione individuati come operatori di servizi essenziali ai sensi della direttiva

(UE) 2022/2555.

**Emendamento 560 Proposta di regolamento**

**Articolo 59 – paragrafo 4 quater (nuovo)**

*Testo della Commissione Emendamento*

4 quater. Nello svolgimento dei propri compiti, l'autorità nazionale di controllo agisce nel rispetto degli obblighi di riservatezza di cui all'articolo 70.

**Emendamento 561**

**Proposta di regolamento Articolo 59 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Gli Stati membri riferiscono annualmente alla Commissione in merito allo stato delle risorse finanziarie e umane ***delle*** autorità ***nazionali competenti***, con una valutazione della loro adeguatezza. La Commissione trasmette tali informazioni ***al comitato*** affinché le discuta e formuli eventuali raccomandazioni.
2. Gli Stati membri riferiscono annualmente alla Commissione in merito allo stato delle risorse finanziarie e umane ***dell'***autorità ***nazionale di controllo***, con una valutazione della loro adeguatezza. La Commissione trasmette tali informazioni ***all'ufficio per l'IA*** affinché le discuta e formuli eventuali raccomandazioni.

**Emendamento 562**

**Proposta di regolamento Articolo 59 – paragrafo 6**

*Testo della Commissione Emendamento*

1. ***La Commissione agevola lo scambio di esperienze tra autorità nazionali competenti.***

soppresso

**Emendamento 563**

**Proposta di regolamento Articolo 59 – paragrafo 7**

*Testo della Commissione Emendamento*

1. Le autorità nazionali ***competenti*** possono fornire orientamenti e consulenza sull'attuazione del presente regolamento, anche ***ai fornitori di piccole dimensioni***. Ogniqualvolta le autorità nazionali ***competenti*** intendono fornire orientamenti e consulenza in relazione a un sistema di IA in settori disciplinati da ***altre normative*** dell'Unione, sono ***consultate*** le autorità nazionali competenti a norma di tale ***normativa*** dell'Unione, come opportuno. ***Gli Stati membri possono inoltre istituire un punto di contatto centrale per la comunicazione con gli operatori.***
2. Le autorità nazionali ***di controllo*** possono fornire orientamenti e consulenza sull'attuazione del presente regolamento, anche ***alle PMI e alle start-up, tenendo conto degli orientamenti e dei pareri dell'ufficio per l'IA o della Commissione***. Ogniqualvolta le autorità nazionali ***di controllo*** intendono fornire orientamenti e consulenza in relazione a un sistema di IA in settori disciplinati da ***altra legislazione*** dell'Unione, ***gli orientamenti*** sono ***redatti in consultazione con*** le autorità nazionali competenti a norma di tale ***legislazione*** dell'Unione, come opportuno.

**Emendamento 564**

**Proposta di regolamento Articolo 59 – paragrafo 8**

*Testo della Commissione Emendamento*

1. Nei casi in cui le istituzioni, le agenzie e gli organismi dell'Unione rientrano nell'ambito di applicazione del presente regolamento, il Garante europeo della protezione dei dati agisce in qualità di autorità competente per la loro vigilanza.
2. Nei casi in cui le istituzioni, le agenzie e gli organismi dell'Unione rientrano nell'ambito di applicazione del presente regolamento, il Garante europeo della protezione dei dati agisce in qualità di autorità competente per la loro vigilanza ***e il loro coordinamento***.

**Emendamento 565**

**Proposta di regolamento Articolo 59 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 59 bis Meccanismo di cooperazione tra autorità

nazionali di controllo nei casi che coinvolgono due o più Stati membri

* 1. ***Ciascuna autorità nazionale di controllo espleta i compiti che le sono assegnati ed esercita i poteri che le sono conferiti a norma del presente regolamento nel territorio del rispettivo Stato membro.***
  2. ***Nei casi che coinvolgono due o più autorità nazionali di controllo, l'autorità nazionale di controllo dello Stato membro in cui ha avuto luogo la violazione è considerata l'autorità nazionale di controllo capofila.***
  3. ***Nei casi di cui al paragrafo 2, le autorità nazionali di controllo in questione cooperano e si scambiano tutte le informazioni pertinenti a tempo debito. Le autorità nazionali di controllo cooperano al fine di raggiungere un consenso.***

**Emendamento 566**

**Proposta di regolamento Titolo VII**

*Testo della Commissione Emendamento*

VII BANCA DATI DELL'UE PER I SISTEMI DI IA ***INDIPENDENTI*** AD ALTO RISCHIO

BANCA DATI DELL'UE PER I SISTEMI DI IA AD ALTO RISCHIO

**Emendamento 567**

**Proposta di regolamento Articolo 60 – titolo**

*Testo della Commissione Emendamento*

Banca dati dell'UE per i sistemi di IA

***indipendenti*** ad alto rischio

Banca dati dell'UE per i sistemi di IA ad alto rischio

**Emendamento 568**

**Proposta di regolamento Articolo 60 – paragrafo 1**

*Testo della Commissione Emendamento*

1. La Commissione, in collaborazione con gli Stati membri, istituisce e mantiene una banca dati dell'UE contenente le informazioni di cui ***al paragrafo*** 2 relative ai sistemi di IA ad alto rischio di cui all'articolo 6, paragrafo 2, registrati conformemente all'articolo 51.

1. La Commissione, in collaborazione con gli Stati membri, istituisce e mantiene una banca dati ***pubblica*** dell'UE contenente le informazioni di cui ***ai paragrafi*** 2 ***e 2 bis*** relative ai sistemi di IA ad alto rischio di cui all'articolo 6, paragrafo 2, registrati conformemente all'articolo 51.

**Emendamento 569**

**Proposta di regolamento Articolo 60 – paragrafo 2**

*Testo della Commissione Emendamento*

1. I fornitori inseriscono nella banca dati dell'UE i dati elencati nell'allegato

VIII. La Commissione fornisce loro sostegno tecnico e amministrativo.

1. I fornitori inseriscono nella banca dati dell'UE i dati elencati nell'allegato VIII***, sezione A***.

**Emendamento 570**

**Proposta di regolamento**

**Articolo 60 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. I dati di cui all'allegato VIII, sezione B, sono inseriti nella banca dati dell'UE da operatori che sono autorità pubbliche o istituzioni, organi o organismi dell'Unione o che agiscono per loro conto e da operatori che sono imprese di cui all'articolo 51, lettere 1 bis)

e 1 ter).

**Emendamento 571**

**Proposta di regolamento Articolo 60 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Le informazioni contenute nella banca dati dell'UE sono ***accessibili al*** pubblico.
2. Le informazioni contenute nella banca dati dell'UE sono ***a disposizione del*** pubblico ***a titolo gratuito, sono di facile utilizzo e consultazione, sono leggibili meccanicamente e contengono dati digitali strutturati basati su un protocollo standardizzato***.

**Emendamento 572**

**Proposta di regolamento Articolo 60 – paragrafo 4**

*Testo della Commissione Emendamento*

1. La banca dati dell'UE contiene dati personali solo nella misura necessaria per la raccolta e il trattamento delle informazioni in conformità al presente regolamento. Tali informazioni comprendono i nomi e i dati di contatto delle persone fisiche responsabili della registrazione del sistema e aventi l'autorità legale di rappresentare il fornitore.
2. La banca dati dell'UE contiene dati personali solo nella misura necessaria per la raccolta e il trattamento delle informazioni in conformità al presente regolamento. Tali informazioni comprendono i nomi e i dati di contatto delle persone fisiche responsabili della registrazione del sistema e aventi l'autorità legale di rappresentare il fornitore ***o l'operatore che è un'autorità pubblica o un'istituzione, un organo o un organismo dell'Unione o un operatore che agisce per loro conto, oppure un operatore che è un'impresa di cui all'articolo 51, paragrafo 1 bis, lettera b), e paragrafo 1 ter***.

**Emendamento 573**

**Proposta di regolamento Articolo 60 – paragrafo 5**

*Testo della Commissione Emendamento*

1. La Commissione è il titolare del trattamento della banca dati dell'UE. Essa garantisce inoltre ai fornitori un adeguato sostegno tecnico e amministrativo.

5. La Commissione è il titolare del trattamento della banca dati dell'UE. Essa garantisce inoltre ai fornitori ***e agli operatori,*** un adeguato sostegno tecnico e amministrativo.

La banca dati è conforme ai requisiti di accessibilità di cui all'allegato I della direttiva (UE) 2019/882.

**Emendamento 574**

**Proposta di regolamento Articolo 61 – paragrafo 2**

*Testo della Commissione Emendamento*

2. Il sistema di monitoraggio successivo all'immissione sul mercato raccoglie, documenta e analizza attivamente e sistematicamente i dati pertinenti forniti dagli ***utenti*** o raccolti tramite altre fonti sulle prestazioni dei sistemi di IA ad alto rischio per tutta la durata del loro ciclo di vita e consente al fornitore di valutare la costante conformità dei sistemi di IA ai requisiti di cui al titolo III, capo 2.

1. Il sistema di monitoraggio successivo all'immissione sul mercato raccoglie, documenta e analizza attivamente e sistematicamente i dati pertinenti forniti dagli ***operatori*** o raccolti tramite altre fonti sulle prestazioni dei sistemi di IA ad alto rischio per tutta la durata del loro ciclo di vita e consente al fornitore di valutare la costante conformità dei sistemi di IA ai requisiti di cui al

titolo III, capo 2. Se del caso, il monitoraggio successivo all'immissione sul mercato comprende un'analisi dell'interazione con altri sistemi di IA, compresi altri dispositivi e software, tenendo conto delle norme applicabili in settori quali la protezione dei dati, i diritti di proprietà intellettuale e il diritto della concorrenza.

**Emendamento 575**

**Proposta di regolamento Articolo 61 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Il sistema di monitoraggio successivo all'immissione sul mercato si

3. Il sistema di monitoraggio successivo all'immissione sul mercato si

basa su un piano di monitoraggio successivo all'immissione sul mercato. Il piano di monitoraggio successivo all'immissione sul mercato fa parte della documentazione tecnica di cui all'allegato

IV. La Commissione adotta un atto di esecuzione che stabilisce disposizioni dettagliate in cui si definisce un modello per il piano di monitoraggio successivo all'immissione sul mercato e un elenco di elementi da includere nel piano.

basa su un piano di monitoraggio successivo all'immissione sul mercato. Il piano di monitoraggio successivo all'immissione sul mercato fa parte della documentazione tecnica di cui all'allegato

IV. La Commissione adotta un atto di esecuzione che stabilisce disposizioni dettagliate in cui si definisce un modello per il piano di monitoraggio successivo all'immissione sul mercato e un elenco di elementi da includere nel piano ***entro***

[12 mesi dalla data di entrata in vigore del presente regolamento].

**Emendamento 576**

**Proposta di regolamento Articolo 62 – titolo**

*Testo della Commissione Emendamento*

Segnalazione di incidenti gravi ***o malfunzionamenti***

Segnalazione di incidenti gravi

**Emendamento 577**

**Proposta di regolamento**

**Articolo 62 – paragrafo 1 – comma 1**

*Testo della Commissione Emendamento*

1. I fornitori di sistemi di IA ad alto rischio immessi sul mercato dell'Unione segnalano qualsiasi incidente grave ***o malfunzionamento*** di tali sistemi che costituisca una violazione degli obblighi previsti dal diritto dell'Unione intesi a tutelare i diritti fondamentali alle autorità ***di vigilanza del mercato*** degli Stati membri in cui tali incidenti o violazioni si sono verificati.

1. I fornitori ***e, qualora siano operatori ad aver individuato un incidente grave, gli operatori*** di sistemi di IA ad alto rischio immessi sul mercato dell'Unione segnalano qualsiasi incidente grave di tali sistemi che costituisca una violazione degli obblighi previsti dal diritto dell'Unione intesi a tutelare i diritti fondamentali alle autorità ***nazionali di controllo*** degli Stati membri in cui tali incidenti o violazioni si sono verificati.

**Emendamento 578**

**Proposta di regolamento**

**Articolo 62 – paragrafo 1 – comma 2**

*Testo della Commissione Emendamento*

Tale notifica è effettuata ***immediatamente*** dopo che il fornitore ha stabilito un nesso causale tra il sistema di IA e l'incidente ***o il malfunzionamento*** o quando stabilisce la ragionevole probabilità di tale nesso e, in ogni caso, non oltre ***15 giorni*** dopo che è venuto a conoscenza dell'incidente grave ***o del malfunzionamento***.

Tale notifica è effettuata ***senza indebito ritardo*** dopo che il fornitore ***o, se del caso, l'operatore*** ha stabilito un nesso causale tra il sistema di IA e l'incidente o quando stabilisce la ragionevole probabilità di tale nesso e, in ogni caso, non oltre ***72 ore*** dopo che ***il fornitore o, se del caso, l'operatore*** è venuto a conoscenza dell'incidente grave.

**Emendamento 579**

**Proposta di regolamento**

**Articolo 62 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Al momento di stabilire un nesso causale tra il sistema di IA e l'incidente grave o la ragionevole probabilità di tale nesso, i fornitori adottano le opportune misure correttive a norma dell'articolo 21.

**Emendamento 580**

**Proposta di regolamento Articolo 62 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Al ricevimento di una notifica relativa a una violazione degli obblighi previsti dal diritto dell'Unione a tutela dei diritti fondamentali, l'autorità di ***vigilanza del mercato*** informa le autorità o gli organismi pubblici nazionali di cui all'articolo 64, paragrafo 3. La Commissione elabora orientamenti specifici per facilitare il rispetto degli obblighi di cui al paragrafo 1. Tali orientamenti sono emanati ***al più tardi 12 mesi dopo l'***entrata in vigore del presente regolamento.
2. Al ricevimento di una notifica relativa a una violazione degli obblighi previsti dal diritto dell'Unione a tutela dei diritti fondamentali, l'autorità di ***nazionale di controllo*** informa le autorità o gli organismi pubblici nazionali di cui all'articolo 64, paragrafo 3. La Commissione elabora orientamenti specifici per facilitare il rispetto degli obblighi di cui al paragrafo 1. Tali orientamenti sono emanati ***entro ... [la data di*** entrata in vigore del presente regolamento***] e sono valutati periodicamente***.

**Emendamento 581**

**Proposta di regolamento**

**Articolo 62 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Le autorità nazionali di controllo adottano misure adeguate entro 7 giorni dalla data di ricezione della notifica di cui al paragrafo 1. Qualora la violazione abbia luogo o sia probabile che abbia luogo in altri Stati membri, l'autorità nazionale di controllo ne informa la Commissione, l'ufficio per l'IA e le pertinenti autorità nazionali di controllo di tali Stati membri.***

**Emendamento 582**

**Proposta di regolamento Articolo 62 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Per i sistemi di IA ad alto rischio di cui all'allegato III***, punto 5, lettera b),*** immessi sul mercato o messi in servizio da fornitori ***che sono enti creditizi disciplinati dalla direttiva 2013/36/UE e per i sistemi di IA ad alto rischio che sono componenti di sicurezza di dispositivi, o sono essi stessi dispositivi, disciplinati dal regolamento (UE) 2017/745 e dal*** regolamento ***(UE) 2017/746***, la notifica ***è limitata a*** incidenti gravi ***o malfunzionamenti*** che costituiscono una violazione ***degli obblighi previsti dal*** diritto dell'Unione ***a tutela dei diritti fondamentali***.

3. Per i sistemi di IA ad alto rischio di cui all'allegato III immessi sul mercato o messi in servizio da fornitori ***soggetti a strumenti legislativi dell'Unione che stabiliscono obblighi di segnalazione equivalenti a quelli previsti dal presente*** regolamento, la notifica ***di*** incidenti gravi che costituiscono una violazione ***dei diritti fondamentali ai sensi del*** diritto dell'Unione ***è trasferita all'autorità nazionale di controllo***.

**Emendamento 583**

**Proposta di regolamento**

**Articolo 62 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. Le autorità nazionali di controllo notificano annualmente all'ufficio per l'IA gli incidenti gravi loro segnalati a norma del presente articolo.***

**Emendamento 584 Proposta di regolamento**

**Articolo 63 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Il regolamento (UE) 2019/1020 si applica ai sistemi di IA disciplinati dal presente regolamento. Tuttavia, ai fini dell'efficace applicazione del presente regolamento:

1. Il regolamento (UE) 2019/1020 si applica ai sistemi di IA ***e ai sistemi di base*** disciplinati dal presente regolamento. Tuttavia, ai fini dell'efficace applicazione del presente regolamento:

**Emendamento 585**

**Proposta di regolamento**

**Articolo 63 – paragrafo 1 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) le autorità nazionali di controllo agiscono in qualità di autorità di vigilanza del mercato ai sensi del presente regolamento e hanno gli stessi poteri e obblighi delle autorità di vigilanza del mercato ai sensi del regolamento (UE) 2019/1020.

**Emendamento 586**

**Proposta di regolamento Articolo 63 – paragrafo 2**

*Testo della Commissione Emendamento*

1. L'autorità nazionale di controllo riferisce ***periodicamente*** alla Commissione in merito ai risultati delle pertinenti attività di vigilanza del mercato. L'autorità

2. L'autorità nazionale di controllo riferisce ***annualmente*** alla Commissione ***e all'ufficio per l'IA*** in merito ai risultati delle pertinenti attività di vigilanza del

nazionale di controllo comunica senza indugio alla Commissione e alle pertinenti autorità nazionali garanti della concorrenza qualsiasi informazione individuata nel corso delle attività di vigilanza del mercato che possa essere di potenziale interesse per l'applicazione del diritto dell'Unione in materia di concorrenza.

mercato. L'autorità nazionale di controllo comunica senza indugio alla Commissione e alle pertinenti autorità nazionali garanti della concorrenza qualsiasi informazione individuata nel corso delle attività di vigilanza del mercato che possa essere di potenziale interesse per l'applicazione del diritto dell'Unione in materia di concorrenza.

**Emendamento 587**

**Proposta di regolamento**

**Articolo 63 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. Al fine di garantire l'effettiva applicazione del presente regolamento, le autorità nazionali di controllo possono:

1. ***effettuare ispezioni di sistemi di IA ad alto rischio in loco e a distanza senza preavviso;***
2. ***acquisire campioni relativi a sistemi di IA ad alto rischio, anche attraverso ispezioni a distanza, per sottoporre a ingegneria inversa i sistemi di IA e ottenere prove al fine di individuare i casi di non conformità.***

**Emendamento 588**

**Proposta di regolamento Articolo 63 – paragrafo 5**

*Testo della Commissione Emendamento*

5. Per i sistemi di IA ***elencati al punto 1, lettera a), nella misura in cui tali sistemi sono*** utilizzati a fini di attività di contrasto, ***e ai punti 6 e 7 dell'allegato III,*** gli Stati membri designano come autorità di vigilanza del mercato ai fini del presente regolamento le autorità di controllo competenti per la protezione dei dati a norma della direttiva (UE) 2016/680 ***o del regolamento (CE) n. 2016/679 o le***

5. Per i sistemi di IA utilizzati a fini di attività di contrasto, gli Stati membri designano come autorità di vigilanza del mercato ai fini del presente regolamento le autorità di controllo competenti per la protezione dei dati a norma della direttiva (UE) 2016/680.

autorità nazionali competenti che controllano le attività delle autorità di contrasto o delle autorità competenti in materia di immigrazione o di asilo che mettono in servizio o usano tali sistemi.

**Emendamento 589**

**Proposta di regolamento Articolo 63 – paragrafo 7**

*Testo della Commissione Emendamento*

7. ***Gli Stati membri agevolano il coordinamento tra*** le autorità ***di vigilanza del mercato*** designate a norma del presente regolamento ***e*** altre autorità o organismi nazionali pertinenti che controllano l'applicazione della ***normativa*** di armonizzazione dell'Unione elencata nell'allegato II o di ***altre normative*** dell'Unione che ***potrebbero*** essere ***pertinenti*** per i sistemi di IA ad alto rischio di cui all'allegato III.

7. Le autorità ***nazionali di controllo*** designate a norma del presente regolamento ***si coordinano con*** altre autorità o organismi nazionali pertinenti che controllano l'applicazione della ***legislazione*** di armonizzazione dell'Unione elencata nell'allegato II o di ***altra legislazione*** dell'Unione che ***potrebbe*** essere ***pertinente*** per i sistemi di IA ad alto rischio di cui all'allegato III.

**Emendamento 590**

**Proposta di regolamento Articolo 64 – paragrafo 1**

*Testo della Commissione Emendamento*

1. ***Per quanto riguarda l'accesso ai dati*** e ***alla documentazione*** nell'ambito delle loro attività, alle autorità di ***vigilanza del mercato*** è concesso pieno accesso ai set di dati di addestramento, convalida e prova utilizzati dal fornitore, ***anche attraverso interfacce di programmazione delle applicazioni ("API") o*** altri mezzi tecnici e strumenti adeguati ***che consentano l'accesso remoto***.

1. Nell'ambito delle loro attività***, e sulla base di una loro richiesta motivata***, alle autorità ***nazionali*** di ***controllo*** è concesso pieno accesso ai set di dati di addestramento, convalida e prova utilizzati dal fornitore, ***o, se del caso, dall'operatore, che sono pertinenti e strettamente necessari ai fini della loro richiesta attraverso*** altri mezzi tecnici e strumenti adeguati.

**Emendamento 591**

**Proposta di regolamento Articolo 64 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Ove necessario per valutare la conformità del sistema di IA ad alto rischio ai requisiti di cui al titolo III, capo 2, e su richiesta motivata, ***alle autorità*** di ***vigilanza del mercato*** è concesso l'accesso ***al codice sorgente*** del sistema di IA.
2. Ove necessario per valutare la conformità del sistema di IA ad alto rischio ai requisiti di cui al titolo III, capo 2, ***dopo che tutte le altre modalità ragionevoli per verificare la conformità, compreso il paragrafo 1, sono state esaurite e si sono rivelate insufficienti,*** e su richiesta motivata, ***all'autorità nazionale*** di ***controllo*** è concesso l'accesso ***ai modelli di addestramento e addestrati*** del sistema di IA***, compresi i relativi parametri del modello***. ***Tutte le informazioni ottenute a norma dell'articolo 70 sono trattate come informazioni riservate, sono soggette alla normativa vigente dell'Unione in materia di tutela della proprietà intellettuale e dei segreti commerciali e sono cancellate al termine dell'indagine per la quale sono state richieste.***

**Emendamento 592**

**Proposta di regolamento**

**Articolo 64 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. I paragrafi 1 e 2 non pregiudicano i diritti procedurali dell'operatore interessato in conformità all'articolo 18 del regolamento (UE) 2019/1020.

**Emendamento 593**

**Proposta di regolamento Articolo 64 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Le autorità o gli organismi pubblici nazionali che controllano o fanno rispettare gli obblighi previsti dal diritto dell'Unione a tutela dei diritti fondamentali in relazione all'uso dei sistemi di IA ad alto rischio di cui all'allegato III hanno il potere di
2. Le autorità o gli organismi pubblici nazionali che controllano o fanno rispettare gli obblighi previsti dal diritto dell'Unione a tutela dei diritti fondamentali in relazione all'uso dei sistemi di IA ad alto rischio di cui all'allegato III hanno il potere di

richiedere qualsiasi documentazione creata o mantenuta a norma del presente regolamento o di accedervi quando l'accesso a tale documentazione è necessario per l'adempimento delle competenze a norma del loro mandato entro i limiti della loro giurisdizione.

L'autorità pubblica o l'organismo pubblico pertinente informa l'autorità ***di vigilanza del mercato*** dello Stato membro interessato di qualsiasi richiesta in tal senso.

richiedere qualsiasi documentazione creata o mantenuta a norma del presente regolamento o di accedervi quando l'accesso a tale documentazione è necessario per l'adempimento delle competenze a norma del loro mandato entro i limiti della loro giurisdizione.

L'autorità pubblica o l'organismo pubblico pertinente informa l'autorità ***nazionale di controllo*** dello Stato membro interessato di qualsiasi richiesta in tal senso.

**Emendamento 594**

**Proposta di regolamento Articolo 64 – paragrafo 4**

*Testo della Commissione Emendamento*

1. Entro 3 mesi dall'entrata in vigore del presente regolamento, ciascuno Stato membro individua le autorità o gli organismi pubblici di cui al paragrafo 3 e pubblica un elenco sul sito web dell'autorità nazionale di controllo. ***Gli Stati membri*** notificano l'elenco alla Commissione e a ***tutti gli altri Stati membri*** e lo tengono aggiornato.
2. Entro 3 mesi dall'entrata in vigore del presente regolamento, ciascuno Stato membro individua le autorità o gli organismi pubblici di cui al paragrafo 3 e pubblica un elenco sul sito web dell'autorità nazionale di controllo. ***Le autorità nazionali di controllo*** notificano l'elenco alla Commissione***, all'ufficio per l'IA*** e a ***tutte le altre autorità nazionali di controllo*** e lo tengono aggiornato. ***La Commissione pubblica su un sito web dedicato l'elenco di tutte le autorità competenti designate dagli Stati Membri ai sensi del presente articolo.***

**Emendamento 595**

**Proposta di regolamento Articolo 64 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Qualora la documentazione di cui al paragrafo 3 non sia sufficiente per accertare un'eventuale violazione degli obblighi previsti dal diritto dell'Unione a tutela dei diritti fondamentali, l'autorità pubblica o l'organismo pubblico di cui al paragrafo 3 può presentare all'autorità ***di***

5. Qualora la documentazione di cui al paragrafo 3 non sia sufficiente per accertare un'eventuale violazione degli obblighi previsti dal diritto dell'Unione a tutela dei diritti fondamentali, l'autorità pubblica o l'organismo pubblico di cui al paragrafo 3 può presentare all'autorità

***vigilanza del mercato*** una richiesta motivata al fine di organizzare una prova del sistema di IA ad alto rischio mediante mezzi tecnici. L'autorità ***di vigilanza del mercato*** organizza le prove coinvolgendo da vicino l'autorità pubblica o l'organismo pubblico richiedente entro un termine ragionevole dalla richiesta.

***nazionale di controllo*** una richiesta motivata al fine di organizzare una prova del sistema di IA ad alto rischio mediante mezzi tecnici. L'autorità ***nazionale di controllo*** organizza le prove coinvolgendo da vicino l'autorità pubblica o l'organismo pubblico richiedente entro un termine ragionevole dalla richiesta.

**Emendamento 596**

**Proposta di regolamento Articolo 65 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Un sistema di IA che presenta un rischio è inteso come un ***prodotto*** che ***presenta un rischio definito all'articolo 3***, ***punto 19***, ***del regolamento (UE) 2019/1020 per quanto riguarda i rischi per*** la salute ***o*** la sicurezza ***o per*** la ***tutela dei*** diritti fondamentali delle persone.

1. Un sistema di IA che presenta un rischio è inteso come un ***sistema di IA*** che ***potenzialmente potrebbe pregiudicare*** la salute***,*** la sicurezza ***e i*** diritti fondamentali delle persone ***in generale, anche sul posto di lavoro, la protezione dei consumatori, l'ambiente e la sicurezza pubblica, la democrazia, lo Stato di diritto e altri interessi pubblici tutelati dalla normativa di armonizzazione dell'Unione applicabile, in una misura che oltrepassa quanto ritenuto ragionevole e accettabile in relazione al suo uso previsto o nelle condizioni d'uso normali o ragionevolmente prevedibili del sistema interessato, incluse la durata di utilizzo e, se del caso, le prescrizioni relative alla messa in servizio, all'installazione e alla manutenzione***.

**Emendamento 597**

**Proposta di regolamento**

**Articolo 65 – paragrafo 2 – comma 1**

*Testo della Commissione Emendamento*

1. Qualora l'autorità ***di vigilanza del mercato*** di uno Stato membro abbia motivi sufficienti per ritenere che un sistema di IA presenti un rischio di cui al paragrafo 1, essa effettua una valutazione del sistema di
2. Qualora l'autorità ***nazionale di controllo*** di uno Stato membro abbia motivi sufficienti per ritenere che un sistema di IA presenti un rischio di cui al paragrafo 1, essa effettua una valutazione

IA interessato per quanto riguarda la sua conformità a tutti i requisiti e gli obblighi di cui al presente regolamento. In presenza di rischi per ***la tutela dei*** diritti fondamentali, l'autorità ***di vigilanza del mercato*** informa anche le autorità o gli organismi pubblici nazionali competenti di cui all'articolo 64, paragrafo 3. I pertinenti operatori cooperano, per quanto necessario, con le autorità ***di vigilanza del mercato*** e con le altre autorità o gli altri organismi pubblici nazionali di cui all'articolo 64, paragrafo 3.

del sistema di IA interessato per quanto riguarda la sua conformità a tutti i requisiti e gli obblighi di cui al presente regolamento. In presenza di rischi per ***i*** diritti fondamentali, l'autorità ***nazionale di controllo*** informa ***immediatamente*** anche le autorità o gli organismi pubblici nazionali competenti di cui all'articolo 64, paragrafo 3 ***e coopera pienamente con essi. Laddove vi siano motivi sufficienti per ritenere che un sistema di IA sfrutti le vulnerabilità di gruppi vulnerabili o violi intenzionalmente o meno i loro diritti, l'autorità nazionale di controllo ha il dovere di indagare sugli obiettivi di progettazione, sugli input di dati, sulla selezione del modello e sull'attuazione e i risultati dei sistemi di IA.*** I pertinenti operatori cooperano, per quanto necessario, con le autorità ***nazionali di controllo*** e con le altre autorità o gli altri organismi pubblici nazionali di cui all'articolo 64, paragrafo 3.

**Emendamento 598**

**Proposta di regolamento**

**Articolo 65 – paragrafo 2 – comma 2**

*Testo della Commissione Emendamento*

Se, nel corso di tale valutazione, le autorità di ***vigilanza del mercato*** rilevano che il sistema di IA non è conforme ai requisiti e agli obblighi di cui al presente regolamento, esse chiedono senza ritardo al pertinente operatore di adottare tutte le misure correttive adeguate al fine di, a seconda dei casi, ripristinare la conformità del sistema di IA, ritirarlo dal mercato o richiamarlo entro un termine ragionevole e proporzionale alla natura del rischio.

Se, nel corso di tale valutazione, le autorità ***nazionali*** di ***controllo o, se del caso, l'autorità pubblica nazionale di cui all'articolo 64, paragrafo 3,*** rilevano che il sistema di IA non è conforme ai requisiti e agli obblighi di cui al presente regolamento, esse chiedono senza ritardo al pertinente operatore di adottare tutte le misure correttive adeguate al fine di, a seconda dei casi, ripristinare la conformità del sistema di IA, ritirarlo dal mercato o richiamarlo entro un termine ragionevole e proporzionale alla natura del rischio ***e in ogni caso non oltre 15 giorni lavorativi o secondo quanto previsto nella normativa di armonizzazione applicabile dell'Unione***.

**Emendamento 599**

**Proposta di regolamento**

**Articolo 65 – paragrafo 2 – comma 3**

*Testo della Commissione Emendamento*

L'autorità ***di vigilanza del mercato*** informa di conseguenza l'organismo notificato pertinente. L'articolo 18 del regolamento (UE) 2019/1020 si applica alle misure di cui al secondo comma.

L'autorità ***nazionale di controllo*** informa di conseguenza l'organismo notificato pertinente. L'articolo 18 del regolamento (UE) 2019/1020 si applica alle misure di cui al secondo comma.

**Emendamento 600**

**Proposta di regolamento Articolo 65 – paragrafo 3**

*Testo della Commissione Emendamento*

1. Qualora ritenga che la non conformità non sia limitata al territorio nazionale, l'autorità di ***vigilanza del mercato informa*** la Commissione e ***gli*** altri Stati membri dei risultati della valutazione e delle azioni che hanno chiesto all'operatore economico di intraprendere.

3. Qualora ritenga che la non conformità non sia limitata al territorio nazionale, l'autorità ***nazionale*** di ***controllo informa senza indebito ritardo*** la Commissione***, l'ufficio per l'IA*** e ***le autorità nazionali di controllo degli*** altri Stati membri dei risultati della valutazione e delle azioni che hanno chiesto all'operatore economico di intraprendere.

**Emendamento 601**

**Proposta di regolamento Articolo 65 – paragrafo 5**

*Testo della Commissione Emendamento*

5. Qualora l'operatore di un sistema di IA non adotti misure correttive adeguate nel periodo di cui al paragrafo 2, l'autorità ***di vigilanza del mercato*** adotta tutte le misure provvisorie del caso per vietare o limitare la messa a disposizione del sistema di IA sul mercato nazionale, per ritirare il ***prodotto*** dal mercato o per richiamarlo. Tale autorità informa ***senza ritardo*** la Commissione e gli altri Stati membri ***di tale misure***.

1. Qualora l'operatore di un sistema di IA non adotti misure correttive adeguate nel periodo di cui al paragrafo 2, l'autorità ***nazionale di controllo*** adotta tutte le misure provvisorie del caso per vietare o limitare la messa a disposizione del sistema di IA sul mercato nazionale ***o la sua messa in funzione***, per ritirare il ***sistema di IA*** dal mercato o per richiamarlo. Tale autorità informa ***immediatamente di tali misure*** la Commissione***, l'ufficio per l'IA*** e

***l'autorità nazionale di controllo degli*** gli altri Stati membri.

**Emendamento 602**

**Proposta di regolamento**

**Articolo 65 – paragrafo 6 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Le informazioni di cui al paragrafo 5 includono tutti i particolari disponibili, soprattutto i dati necessari all'identificazione del sistema di IA non conforme, la sua origine, la natura della presunta non conformità e dei rischi connessi, la natura e la durata delle misure nazionali adottate, nonché gli argomenti espressi dal pertinente operatore. ***Le autorità*** di ***vigilanza del mercato indicano*** in particolare se la non conformità sia dovuta a una o più delle cause seguenti:
2. Le informazioni di cui al paragrafo 5 includono tutti i particolari disponibili, soprattutto i dati necessari all'identificazione del sistema di IA non conforme, la sua origine ***e la sua catena di approvvigionamento***, la natura della presunta non conformità e dei rischi connessi, la natura e la durata delle misure nazionali adottate, nonché gli argomenti espressi dal pertinente operatore. ***L'autorità nazionale*** di ***controllo indica*** in particolare se la non conformità sia dovuta a una o più delle cause seguenti:

**Emendamento 603**

**Proposta di regolamento**

**Articolo 65 – paragrafo 6 – lettera a**

*Testo della Commissione Emendamento*

a) mancato rispetto da parte del sistema di IA dei requisiti di cui al ***titolo III, capo 2***;

a) mancato rispetto da parte del sistema di IA ***ad alto rischio*** dei requisiti di cui al ***presente regolamento***;

**Emendamento 604**

**Proposta di regolamento**

**Articolo 65 – paragrafo 6 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5;

**Emendamento 605**

**Proposta di regolamento**

**Articolo 65 – paragrafo 6 – lettera b ter (nuova)**

*Testo della Commissione Emendamento*

b ter) inosservanza delle disposizioni di cui all'articolo 52.

**Emendamento 606**

**Proposta di regolamento Articolo 65 – paragrafo 7**

*Testo della Commissione Emendamento*

1. Le autorità ***di vigilanza del mercato*** degli Stati membri diverse dall'autorità di ***vigilanza del mercato*** dello Stato membro che ha avviato la procedura comunicano senza ritardo alla Commissione e agli altri Stati membri tutte le misure adottate, tutte le altre informazioni a loro disposizione sulla non conformità del sistema di IA interessato e, in caso di disaccordo con la misura nazionale notificata, le loro obiezioni.
2. Le autorità ***nazionali di controllo*** degli Stati membri diverse dall'autorità ***nazionale*** di ***controllo*** dello Stato membro che ha avviato la procedura comunicano senza ritardo alla Commissione***, all'ufficio per l'IA*** e agli altri Stati membri tutte le misure adottate, tutte le altre informazioni a loro disposizione sulla non conformità del sistema di IA interessato e, in caso di disaccordo con la misura nazionale notificata, le loro obiezioni.

**Emendamento 607**

**Proposta di regolamento Articolo 65 – paragrafo 8**

*Testo della Commissione Emendamento*

1. Se, entro tre mesi dal ricevimento delle informazioni di cui al paragrafo 5, uno Stato membro o la Commissione non sollevano obiezioni contro la misura provvisoria adottata da ***uno*** Stato membro, tale misura è ritenuta giustificata. Ciò non pregiudica i diritti procedurali dell'operatore interessato in conformità all'articolo 18 del regolamento (UE) 2019/1020.
2. Se, entro tre mesi dal ricevimento delle informazioni di cui al paragrafo 5, ***un'autorità nazionale di controllo di*** uno Stato membro o la Commissione non sollevano obiezioni contro la misura provvisoria adottata da ***un'autorità nazionale di controllo un altro*** Stato membro, tale misura è ritenuta giustificata. Ciò non pregiudica i diritti procedurali dell'operatore interessato in conformità all'articolo 18 del regolamento (UE) 2019/1020. ***Il periodo di cui al primo***

comma del presente paragrafo è ridotto a trenta giorni in caso di inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5.

**Emendamento 608**

**Proposta di regolamento Articolo 65 – paragrafo 9**

*Testo della Commissione Emendamento*

1. Le autorità di ***vigilanza del mercato*** garantiscono che siano adottate senza ritardo adeguate misure restrittive in relazione al ***prodotto*** interessato, come il ritiro del ***prodotto*** dal loro mercato.

9. Le autorità ***nazionali*** di ***controllo di tutti gli Stati membri*** garantiscono che siano adottate senza ritardo adeguate misure restrittive in relazione al ***sistema di IA*** interessato, come il ritiro del ***sistema di IA*** dal loro mercato.

**Emendamento 609**

**Proposta di regolamento**

**Articolo 65 – paragrafo 9 bis (nuovo)**

*Testo della Commissione Emendamento*

9 bis. Le autorità nazionali di controllo riferiscono annualmente all'ufficio per l'IA in merito all'eventuale ricorso a pratiche vietate verificatosi nel corso di tale anno e alle misure adottate per eliminare o attenuare i rischi in conformità del presente articolo.

**Emendamento 610**

**Proposta di regolamento Articolo 66 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Se entro tre mesi dal ricevimento della notifica di cui all'articolo 65, paragrafo 5, uno Stato membro solleva obiezioni contro la misura adottata da ***un altro Stato membro***, o se la Commissione ritiene che la misura sia contraria al diritto

1. Se entro tre mesi dal ricevimento della notifica di cui all'articolo 65, paragrafo 5, ***oppure 30 giorni in caso di inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5***, ***l'autorità nazionale di controllo di*** uno

dell'Unione, la Commissione consulta senza ritardo ***lo*** Stato membro e l'operatore o gli operatori pertinenti e valuta la misura nazionale. Sulla base dei risultati di tale valutazione, la Commissione decide se la misura nazionale sia giustificata o meno entro ***9 mesi*** dalla notifica di cui all'articolo 65, paragrafo 5, e notifica tale decisione ***allo*** Stato membro interessato.

Stato membro solleva obiezioni contro la misura adottata da ***un'altra autorità nazionale di controllo***, o se la Commissione ritiene che la misura sia contraria al diritto dell'Unione, la Commissione consulta senza ritardo ***l'autorità nazionale di controllo dello*** Stato membro e l'operatore o gli operatori pertinenti e valuta la misura nazionale.

Sulla base dei risultati di tale valutazione, la Commissione decide se la misura nazionale sia giustificata o meno entro ***tre mesi, o 60 giorni in caso di inosservanza del divieto delle pratiche di***

***intelligenza artificiale di cui all'articolo 5, a decorrere*** dalla notifica di cui

all'articolo 65, paragrafo 5, e notifica tale decisione ***all'autorità nazionale di controllo dello*** Stato membro interessato. ***La Commissione informa inoltre di tale decisione tutte le altre autorità nazionali di controllo.***

**Emendamento 611**

**Proposta di regolamento Articolo 66 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Se la misura nazionale è ritenuta giustificata, ***tutti gli Stati membri*** adottano le misure necessarie a garantire che il sistema di IA non conforme sia ritirato dal loro mercato e ne informano la Commissione. Se la misura nazionale è ritenuta ingiustificata, ***lo*** Stato membro interessato provvede a ritirarla.

2. Se la misura nazionale è ritenuta giustificata, ***tutte le autorità nazionali di controllo designate a norma del presente regolamento*** adottano le misure necessarie a garantire che il sistema di IA non conforme sia ritirato ***senza indugio*** dal loro mercato e ne informano la Commissione ***e l'ufficio per l'IA***. Se la misura nazionale è ritenuta ingiustificata, ***l'autorità nazionale di controllo dello*** Stato membro interessato provvede a ritirarla.

**Emendamento 612**

**Proposta di regolamento Articolo 66 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 66 bis Indagini congiunte

Qualora un'autorità nazionale di controllo abbia motivo di sospettare che la violazione del presente regolamento da parte di un fornitore o di un operatore di un sistema di IA o di un modello di base ad alto rischio costituisca una violazione diffusa avente una dimensione a livello di Unione o riguardi o possa riguardare almeno 45 milioni di persone in più di uno Stato membro, tale autorità nazionale di controllo informa l'ufficio per l'IA e può chiedere alle autorità nazionali di controllo degli Stati membri in cui si è verificata tale violazione di avviare un'indagine congiunta. L'ufficio per l'IA assicura il coordinamento centrale dell'indagine congiunta. I poteri di indagine restano di competenza delle autorità nazionali di controllo.

**Emendamento 613**

**Proposta di regolamento Articolo 67 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Se, dopo aver effettuato una valutazione a norma dell'articolo 65, l'autorità di ***vigilanza del mercato*** di uno Stato membro ritiene che, sebbene conforme al presente regolamento, il sistema di IA presenti un rischio per la salute o la sicurezza delle persone, per la conformità agli obblighi previsti dal diritto dell'Unione o nazionale a tutela dei diritti fondamentali o per altri aspetti della tutela dell'interesse pubblico, essa chiede all'operatore pertinente di adottare tutte le misure adeguate a far sì che il sistema di IA, all'atto della sua immissione sul mercato o messa in servizio, non presenti più tale rischio ***o che sia, a seconda dei***

1. Se, dopo aver effettuato una valutazione a norma dell'articolo 65, ***in piena collaborazione con*** l'autorità ***nazionale*** di ***controllo di cui all'articolo 64, paragrafo 3, l'autorità nazionale di controllo*** di uno Stato membro ritiene che, sebbene conforme al presente regolamento, il sistema di IA presenti un rischio ***grave*** per la salute o la sicurezza delle persone, per la conformità agli obblighi previsti dal diritto dell'Unione o nazionale a tutela dei diritti fondamentali***, dell'ambiente, della democrazia, dello Stato di diritto*** o per altri aspetti della tutela dell'interesse pubblico, essa chiede all'operatore pertinente di adottare tutte le misure

casi, ritirato dal mercato o richiamato entro un termine ragionevole, proporzionato alla natura del rischio.

adeguate a far sì che il sistema di IA, all'atto della sua immissione sul mercato o messa in servizio, non presenti più tale rischio.

**Emendamento 614**

**Proposta di regolamento Articolo 67 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Il fornitore o altri operatori pertinenti garantiscono l'adozione di misure correttive nei confronti di tutti i sistemi di IA interessati che hanno messo a disposizione sul mercato in tutta l'Unione entro il termine prescritto dall'autorità ***di vigilanza del mercato*** dello Stato membro di cui al paragrafo 1.
2. Il fornitore o altri operatori pertinenti garantiscono l'adozione di misure correttive nei confronti di tutti i sistemi di IA interessati che hanno messo a disposizione sul mercato in tutta l'Unione entro il termine prescritto dall'autorità ***nazionale di controllo*** dello Stato membro di cui al paragrafo 1.

**Emendamento 615**

**Proposta di regolamento**

**Articolo 67 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. Qualora il fornitore o altri operatori pertinenti non intraprendano l'azione correttiva di cui al paragrafo 2 e il sistema di IA continui a presentare un rischio di cui al paragrafo 1, l'autorità nazionale di controllo può imporre all'operatore pertinente di ritirare il sistema di IA dal mercato o di richiamarlo entro un termine ragionevole, proporzionato alla natura del rischio.

**Emendamento 616**

**Proposta di regolamento Articolo 67 – paragrafo 3**

*Testo della Commissione Emendamento*

1. ***Lo Stato membro*** informa 3. ***L'autorità nazionale di controllo***

immediatamente la Commissione e ***gli altri Stati membri***. Tali informazioni comprendono tutti i dettagli disponibili, in particolare i dati necessari all'identificazione del sistema di IA interessato, l'origine e la catena di approvvigionamento del sistema di IA, la natura del rischio connesso, nonché la natura e la durata delle misure nazionali adottate.

informa immediatamente la Commissione***, l'ufficio per l'IA*** e ***le altre autorità nazionali di controllo***. Tali informazioni comprendono tutti i dettagli disponibili, in particolare i dati necessari all'identificazione del sistema di IA interessato, l'origine e la catena di approvvigionamento del sistema di IA, la natura del rischio connesso, nonché la natura e la durata delle misure nazionali adottate.

**Emendamento 617**

**Proposta di regolamento Articolo 67 – paragrafo 4**

*Testo della Commissione Emendamento*

1. La Commissione avvia senza ritardo consultazioni con ***gli Stati membri*** e l'operatore o gli operatori pertinenti e valuta le misure nazionali adottate. In base ai risultati di tale valutazione, ***la Commissione*** decide se la misura sia giustificata o meno e propone, ove necessario, misure appropriate.
2. La Commissione***, in consultazione con l'ufficio per l'IA,*** avvia senza ritardo consultazioni con ***le autorità nazionali di controllo interessate*** e l'operatore o gli operatori pertinenti e valuta le misure nazionali adottate. In base ai risultati di tale valutazione, ***l'ufficio per l'IA*** decide se la misura sia giustificata o meno e propone, ove necessario, misure appropriate.

**Emendamento 618**

**Proposta di regolamento Articolo 67 – paragrafo 5**

*Testo della Commissione Emendamento*

1. La Commissione ***trasmette*** la decisione ***agli*** Stati membri.

5. La Commissione, in consultazione con l'ufficio per l'IA, comunica immediatamente la decisione alle autorità nazionali di controllo degli Stati membri interessati e agli operatori pertinenti. Essa comunica inoltre la decisione a tutte le altre autorità nazionali di controllo.

**Emendamento 619**

**Proposta di regolamento**

**Articolo 67 – paragrafo 5 bis (nuovo)**

*Testo della Commissione Emendamento*

5 bis. La Commissione adotta orientamenti per aiutare le autorità nazionali competenti a individuare e risolvere, ove necessario, problemi analoghi sorti con altri sistemi di IA.

**Emendamento 620 Proposta di regolamento**

**Articolo 68 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Un'autorità ***di vigilanza del mercato*** di uno Stato membro che giunga a una delle conclusioni riportate di seguito chiede all'operatore pertinente di porre fine alla non conformità contestata:

1. Un'autorità ***nazionale di controllo*** di uno Stato membro che giunga a una delle conclusioni riportate di seguito chiede all'operatore pertinente di porre fine alla non conformità contestata:

**Emendamento 621**

**Proposta di regolamento**

**Articolo 68 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) la marcatura ***di conformità*** è stata apposta in violazione dell'articolo 49;

1. la marcatura ***CE*** è stata apposta in violazione dell'articolo 49;

**Emendamento 622**

**Proposta di regolamento**

**Articolo 68 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. la marcatura ***di conformità*** non è stata apposta;

b) la marcatura ***CE*** non è stata apposta;

**Emendamento 623**

**Proposta di regolamento**

**Articolo 68 – paragrafo 1 – lettera e bis (nuova)**

*Testo della Commissione Emendamento*

e bis) la documentazione tecnica non è disponibile;

**Emendamento 624 Proposta di regolamento**

**Articolo 68 – paragrafo 1 – lettera e ter (nuova)**

*Testo della Commissione Emendamento*

e ter) la registrazione nella banca dati dell'UE non è stata effettuata;

**Emendamento 625 Proposta di regolamento**

**Articolo 68 – paragrafo 1 – lettera e quater (nuova)**

*Testo della Commissione Emendamento*

e quater) se del caso, il rappresentante autorizzato non è stato nominato.

**Emendamento 626**

**Proposta di regolamento Articolo 68 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Se la non conformità di cui al paragrafo 1 permane, ***lo*** Stato membro interessato adotta ***tutte le*** misure appropriate per limitare o proibire la messa a disposizione sul mercato del sistema di IA ad alto rischio o garantisce che sia richiamato o ritirato dal mercato.

2. Se la non conformità di cui al paragrafo 1 permane, ***l'autorità nazionale di controllo dello*** Stato membro interessato adotta misure appropriate ***e proporzionate*** per limitare o proibire la messa a disposizione sul mercato del sistema di IA ad alto rischio o garantisce che sia richiamato o ritirato dal mercato ***senza ritardo. L'autorità nazionale di controllo dello Stato membro interessato informa immediatamente l'ufficio per l'IA in***

merito alla non conformità e alle misure adottate.

**Emendamento 627**

**Proposta di regolamento Articolo 68 – Capo 3 bis (new)**

*Testo della Commissione Emendamento*

3 bis. Mezzi di ricorso

**Emendamento 628**

**Proposta di regolamento Articolo 68 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 68 bis

Diritto di presentare un reclamo all'autorità nazionale di controllo

1. ***Fatto salvo qualsiasi altro ricorso amministrativo o giurisdizionale, ogni persona fisica o gruppo di persone fisiche ha il diritto di presentare un reclamo a un'autorità nazionale di controllo, in particolare nello Stato membro in cui risiede abitualmente, in cui lavora o in cui si verifica la presunta violazione, se ritiene che il sistema di IA che lo riguarda violi il presente regolamento.***
2. ***L'autorità nazionale di controllo a cui è stato presentato il reclamo informa il ricorrente dello stato o dell'esito del reclamo, compresa la possibilità di un ricorso giurisdizionale ai sensi dell'articolo 78.***

**Emendamento 629**

**Proposta di regolamento Articolo 68 ter (nuovo)**

*Testo della Commissione Emendamento*

Articolo 68 ter

Diritto a un ricorso giurisdizionale effettivo nei confronti dell'autorità nazionale di controllo

1. ***Fatto salvo ogni altro ricorso amministrativo o extragiudiziale, ogni persona fisica o giuridica ha diritto a un ricorso giurisdizionale effettivo avverso una decisione giuridicamente vincolante dell'autorità nazionale di controllo che la riguarda.***
2. ***Fatto salvo ogni altro ricorso amministrativo o extragiudiziale, ogni persona fisica o giuridica ha diritto a un ricorso giurisdizionale effettivo qualora l'autorità nazionale di controllo competente a norma dell'articolo 59 non tratti un reclamo o non informi l'interessato entro tre mesi in merito allo stato o all'esito del reclamo presentato a norma dell'articolo 68 bis.***
3. ***Le azioni nei confronti dell'autorità nazionale di controllo sono promosse dinanzi alle autorità giurisdizionali dello Stato membro in cui l'autorità nazionale di controllo è stabilita.***
4. ***Qualora sia promossa un'azione avverso una decisione di un'autorità nazionale di controllo che è stata preceduta da un parere o da una decisione della Commissione nell'ambito della procedura di salvaguardia dell'Unione, l'autorità di controllo trasmette tale parere o decisione all'autorità giurisdizionale.***

**Emendamento 630**

**Proposta di regolamento Articolo 68 quater (nuovo)**

*Testo della Commissione Emendamento*

Articolo 68 quater

Diritto alla spiegazione dei singoli processi decisionali

1. ***Le persone interessate soggette a una decisione presa dall'operatore sulla base dell'output di un sistema di IA ad alto rischio che produca effetti giuridici o che incida in modo analogo e significativo sulle persone stesse in un modo che esse ritengono abbia un impatto negativo sulla salute, la sicurezza, i diritti fondamentali, il benessere socioeconomico o qualsiasi altro dei loro diritti derivanti dagli obblighi stabiliti nel presente regolamento, hanno il diritto di chiedere all'operatore spiegazioni chiare e significative, ai sensi dell'articolo 13, paragrafo 1, sul ruolo del sistema di IA nella procedura decisionale, sui principali parametri della decisione presa e sui relativi dati di input.***
2. ***Il paragrafo 1 non si applica all'uso di sistemi di IA per i quali il diritto dell'Unione o nazionale preveda eccezioni o limitazioni all'obbligo di cui al paragrafo 1 nella misura in cui tali eccezioni o limitazioni rispettino l'essenza dei diritti e delle libertà fondamentali e siano una misura necessaria e proporzionata in una società democratica.***
3. ***Il presente articolo si applica fatti salvi gli articoli 13, 14, 15, e 22 del regolamento 2016/679.***

**Emendamento 631**

**Proposta di regolamento Articolo 68 quinquies (nuovo)**

*Testo della Commissione Emendamento*

Articolo 68 quinquies Modifica della direttiva (UE) 2020/1828

All'allegato I della direttiva (UE) 2020/1828 del Parlamento europeo e del Consiglio1 bis è aggiunto il punto seguente:

"67 bis) Regolamento xxxx/xxxx del

Parlamento europeo e del Consiglio [che stabilisce regole armonizzate sull'intelligenza artificiale (legge sull'intelligenza artificiale) e modifica alcuni atti legislativi dell'Unione (GU L

...)]".

1 bis Direttiva (UE) 2020/1828 del Parlamento europeo e del Consiglio, del 25 novembre 2020, relativa alle azioni rappresentative a tutela degli interessi collettivi dei consumatori e che abroga la direttiva 2009/22/CE (GU L 409 del 4.12.2020, pag. 1).

**Emendamento 632**

**Proposta di regolamento Articolo 68 sexies (nuovo)**

*Testo della Commissione Emendamento*

Articolo 68 sexies Segnalazione delle violazioni e protezione

delle persone segnalanti

La direttiva (UE) 2019/1937 del Parlamento europeo e del Consiglio si applica alla segnalazione di violazioni del presente regolamento e alla protezione delle persone che segnalano tali violazioni.

**Emendamento 633**

**Proposta di regolamento Articolo 69 – paragrafo 1**

*Testo della Commissione Emendamento*

1. La Commissione e gli Stati membri incoraggiano e agevolano l'elaborazione di codici di condotta intesi a promuovere l'applicazione volontaria ai sistemi di IA diversi dai sistemi di IA ad alto rischio dei requisiti di cui al titolo III, capo 2, sulla base di specifiche tecniche e soluzioni che

1. La Commissione***, l'ufficio per l'IA*** e gli Stati membri incoraggiano e agevolano l'elaborazione di codici di condotta***, anche qualora siano elaborati per dimostrare in che modo i sistemi di IA rispettano i principi di cui all'articolo 4 bis e possano quindi essere considerati***

costituiscono mezzi adeguati per garantire la conformità a tali requisiti alla luce della finalità prevista dei sistemi.

***affidabili,*** intesi a promuovere l'applicazione volontaria ai sistemi di IA diversi dai sistemi di IA ad alto rischio dei requisiti di cui al titolo III, capo 2, sulla base di specifiche tecniche e soluzioni che costituiscono mezzi adeguati per garantire la conformità a tali requisiti alla luce della finalità prevista dei sistemi.

**Emendamento 634**

**Proposta di regolamento Articolo 69 – paragrafo 2**

*Testo della Commissione Emendamento*

1. ***La Commissione e il comitato incoraggiano e agevolano l'elaborazione di*** codici di condotta intesi a promuovere ***l'applicazione volontaria ai sistemi di IA*** dei ***requisiti relativi, ad esempio, alla sostenibilità ambientale, all'accessibilità per le persone con disabilità, alla partecipazione dei portatori di interessi*** alla ***progettazione e allo sviluppo*** dei sistemi di IA ***e alla diversità dei gruppi che si occupano dello sviluppo sulla base di obiettivi chiari e indicatori chiave di prestazione volti*** a ***misurare il conseguimento di tali obiettivi.***
2. ***I*** codici di condotta intesi a promuovere ***il rispetto volontario*** dei ***principi*** alla ***base*** dei sistemi di IA ***affidabili provvedono in particolare*** a ***quanto segue:***
3. ***mirano a un livello sufficiente di alfabetizzazione in materia di IA tra il loro personale e altre persone che si occupano del funzionamento e dell'uso dei sistemi di IA al fine di osservare tali principi;***
4. ***valutano in che misura i loro sistemi di IA possano interessare le persone o i gruppi di persone vulnerabili, inclusi i bambini, gli anziani, i migranti e le persone con disabilità o se potrebbero essere messe in atto misure volte a incrementare l'accessibilità o a sostenere in altro modo tali persone o gruppi di persone;***
5. ***prestano attenzione al modo in cui l'uso dei loro sistemi di IA può avere un impatto sulla diversità, sull'equilibrio e***

sull'uguaglianza di genere o può aumentare tali aspetti;

1. ***prestano attenzione al fatto che i loro sistemi di IA possano essere utilizzati in un modo che, direttamente o indirettamente, possa rafforzare in modo residuo o significativo i pregiudizi o le disuguaglianze esistenti;***
2. ***riflettono sulla necessità e sull'importanza di disporre di diversi gruppi di sviluppatori al fine di garantire una progettazione inclusiva dei loro sistemi;***
3. ***valutano attentamente se i loro sistemi possono avere un impatto negativo sulla società, in particolare per quanto concerne le istituzioni politiche e i processi democratici;***
4. ***valutano in che modo i sistemi di IA possono contribuire alla sostenibilità ambientale e in particolare agli impegni dell'Unione nell'ambito del Green Deal europeo e della dichiarazione europea sui diritti e i principi digitali;***

**Emendamento 635**

**Proposta di regolamento Articolo 69 – paragrafo 3**

*Testo della Commissione Emendamento*

1. I codici di condotta possono essere elaborati da singoli fornitori di sistemi di IA o da organizzazioni che li rappresentano o da entrambi, anche con la partecipazione degli utenti e di tutti gli altri portatori di interessi e delle loro organizzazioni rappresentative. I codici di condotta possono riguardare uno o più sistemi di IA tenendo conto della similarità della finalità prevista dei sistemi pertinenti.
2. I codici di condotta possono essere elaborati da singoli fornitori di sistemi di IA o da organizzazioni che li rappresentano o da entrambi, anche con la partecipazione degli utenti e di tutti gli altri portatori di interessi***, compresi i ricercatori scientifici,*** e delle loro organizzazioni rappresentative***, in particolare i sindacati, e delle organizzazioni dei consumatori***. I codici di condotta possono riguardare uno o più sistemi di IA tenendo conto della similarità della finalità prevista dei sistemi pertinenti. ***I fornitori che adottano codici di condotta designano almeno una persona fisica responsabile del monitoraggio interno.***

**Emendamento 636**

**Proposta di regolamento Articolo 69 – paragrafo 4**

*Testo della Commissione Emendamento*

1. Nell'incoraggiare e agevolare l'elaborazione di codici di condotta, la Commissione e ***il comitato*** tengono conto degli interessi e delle esigenze specifici ***dei fornitori di piccole dimensioni*** e delle start-up.

4. Nell'incoraggiare e agevolare l'elaborazione di codici di condotta, la Commissione e ***l'ufficio per l'IA*** tengono conto degli interessi e delle esigenze specifici ***delle PMI*** e delle start-up.

**Emendamento 637**

**Proposta di regolamento**

**Articolo 70 – paragrafo 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Le autorità nazionali competenti e gli organismi notificati che partecipano all'applicazione del presente regolamento rispettano la riservatezza delle informazioni e dei dati ottenuti nello svolgimento dei loro compiti e delle loro attività in modo da tutelare, in particolare:

1. ***La Commissione,*** le autorità nazionali competenti e gli organismi notificati***, l'ufficio per l'IA e qualsiasi altra persona fisica o giuridica*** che partecipano all'applicazione del presente regolamento rispettano la riservatezza delle informazioni e dei dati ottenuti nello svolgimento dei loro compiti e delle loro attività in modo da tutelare, in particolare:

**Emendamento 638**

**Proposta di regolamento**

**Articolo 70 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) i diritti di proprietà intellettuale e le informazioni commerciali riservate o i segreti commerciali di una persona fisica o giuridica, compreso il codice sorgente, tranne i casi cui si applica l'articolo 5 della direttiva 2016/943 sulla protezione del know-how riservato e delle informazioni commerciali riservate (segreti

a) i diritti di proprietà intellettuale e le informazioni commerciali riservate o i segreti commerciali di una persona fisica o giuridica, ***conformemente alla disposizioni delle direttive 2004/48/CE e 2016/943/CE, compreso*** il codice sorgente, tranne i casi cui si applica l'articolo 5 della direttiva 2016/943 sulla protezione del know-how

commerciali) contro l'acquisizione, l'utilizzo e la divulgazione illeciti;

riservato e delle informazioni commerciali riservate (segreti commerciali) contro l'acquisizione, l'utilizzo e la divulgazione illeciti;

**Emendamento 639**

**Proposta di regolamento**

**Articolo 70 – paragrafo 1 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) gli interessi di sicurezza pubblica e nazionale;

**Emendamento 640 Proposta di regolamento**

**Articolo 70 – paragrafo 1 bis (nuovo)**

*Testo della Commissione Emendamento*

1 bis. Le autorità coinvolte nell'applicazione del presente regolamento a norma del paragrafo 1 limitano la quantità di dati di cui è richiesta la comunicazione ai dati strettamente necessari per il rischio percepito e la valutazione di tale rischio. Esse cancellano i dati non appena non sono più necessari per lo scopo per il quale sono stati richiesti. Esse dovrebbero porre in essere misure organizzative, tecniche e di cibersicurezza adeguate ed efficaci per proteggere la sicurezza e la riservatezza delle informazioni e dei dati ottenuti nello svolgimento dei loro compiti e delle loro attività.

**Emendamento 641 Proposta di regolamento**

**Articolo 70 – paragrafo 2 – comma 1**

*Testo della Commissione Emendamento*

1. Fatto salvo ***il paragrafo*** 1, nel momento in cui i sistemi di IA ad alto rischio di cui all'allegato III, punti 1, 6 e 7, sono utilizzati dalle autorità di contrasto o dalle autorità competenti in materia di immigrazione o di asilo, le informazioni scambiate in via riservata tra le autorità nazionali competenti e tra le autorità nazionali competenti e la Commissione non sono divulgate senza previa consultazione dell'autorità nazionale competente e ***dell'utente*** che hanno prodotto tali informazioni, qualora tale divulgazione rischi di compromettere ***gli interessi pubblici e di*** sicurezza nazionale.
2. Fatto salvo ***i paragrafi*** 1 ***e 1 bis***, nel momento in cui i sistemi di IA ad alto rischio di cui all'allegato III, punti 1, 6 e 7, sono utilizzati dalle autorità di contrasto o dalle autorità competenti in materia di immigrazione o di asilo, le informazioni scambiate in via riservata tra le autorità nazionali competenti e tra le autorità nazionali competenti e la Commissione non sono divulgate senza previa consultazione dell'autorità nazionale competente e ***dell'operatore*** che hanno prodotto tali informazioni, qualora tale divulgazione rischi di compromettere ***la*** sicurezza ***pubblica o*** nazionale.

**Emendamento 642**

**Proposta di regolamento Articolo 70 – paragrafo 3**

*Testo della Commissione Emendamento*

1. I paragrafi 1 e 2 non pregiudicano i diritti e gli obblighi della Commissione, degli Stati membri e degli organismi notificati in materia di scambio delle informazioni e di diffusione degli avvisi di sicurezza, né gli obblighi delle parti interessate di fornire informazioni a norma del diritto penale degli Stati membri***.***
2. I paragrafi 1***, 1 bis*** e 2 non pregiudicano i diritti e gli obblighi della Commissione, degli Stati membri e degli organismi notificati in materia di scambio delle informazioni e di diffusione degli avvisi di sicurezza, né gli obblighi delle parti interessate di fornire informazioni a norma del diritto penale degli Stati membri***;***

**Emendamento 643**

**Proposta di regolamento Articolo 70 – paragrafo 4**

*Testo della Commissione Emendamento*

1. La Commissione e gli Stati membri possono scambiare, ove necessario, informazioni riservate con le autorità di regolamentazione dei paesi terzi con i quali abbiano concluso accordi di riservatezza,

4. La Commissione e gli Stati membri possono scambiare, ove ***strettamente*** necessario ***e conformemente alle pertinenti disposizioni degli accordi internazionali e commerciali***,

bilaterali o multilaterali, che garantiscano un livello di riservatezza adeguato.

informazioni riservate con le autorità di regolamentazione dei paesi terzi con i quali abbiano concluso accordi di riservatezza, bilaterali o multilaterali, che garantiscano un livello di riservatezza adeguato.

**Emendamento 644**

**Proposta di regolamento Articolo 71 – titolo**

*Testo della Commissione Emendamento*

Sanzioni *(Non concerne la versione italiana)*

**Emendamento 645**

**Proposta di regolamento Articolo 71 – paragrafo 1**

*Testo della Commissione Emendamento*

1. Nel rispetto dei termini e delle condizioni di cui al presente regolamento, gli Stati membri stabiliscono le regole relative alle sanzioni***, comprese le sanzioni amministrative pecuniarie,*** applicabili in caso di violazione del presente regolamento e adottano tutte le misure necessarie per garantirne un'attuazione corretta ed efficace. Le sanzioni previste sono effettive, proporzionate e dissuasive. Esse tengono conto ***in particolare*** degli interessi ***dei fornitori di piccole dimensioni*** e delle start-up e della loro sostenibilità economica.

1. Nel rispetto dei termini e delle condizioni di cui al presente regolamento, gli Stati membri stabiliscono le regole relative alle sanzioni applicabili in caso di violazione del presente regolamento ***da qualsiasi operatore*** e adottano tutte le misure necessarie per garantirne un'attuazione corretta ed efficace ***e l'allineamento con gli orientamenti emanati dalla Commissione e dall'ufficio per l'IA a norma dell'articolo 82 ter***. Le sanzioni previste sono effettive, proporzionate e dissuasive. Esse tengono conto degli interessi ***delle PMI*** e delle start-up e della loro sostenibilità economica.

**Emendamento 646**

**Proposta di regolamento Articolo 71 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Gli Stati membri notificano tali 2. ***Entro … [sei mesi dalla data di***

regole e misure alla Commissione e provvedono poi a dare immediata notifica delle eventuali modifiche successive.

***entrata in vigore del presente regolamento],*** gli Stati membri notificano tali regole e misure alla Commissione ***e all'ufficio*** e provvedono poi a dare immediata notifica delle eventuali modifiche successive.

**Emendamento 647**

**Proposta di regolamento**

**Articolo 71 – paragrafo 3 – parte introduttiva**

*Testo della Commissione Emendamento*

1. ***Le seguenti violazioni sono soggette*** a sanzioni amministrative pecuniarie fino a ***30*** 000 000 di EUR o, se l'autore del reato è una società, fino al ***6*** % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore:
2. ***L'inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5 è soggetta*** a sanzioni amministrative pecuniarie fino a

***40*** 000 000 di EUR o, se l'autore del reato è una società, fino al ***7*** % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore:

**Emendamento 648**

**Proposta di regolamento**

**Articolo 71 – paragrafo 3 – lettera a**

*Testo della Commissione Emendamento*

1. ***inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5;***

soppresso

**Emendamento 649**

**Proposta di regolamento**

**Articolo 71 – paragrafo 3 – lettera b**

*Testo della Commissione Emendamento*

1. ***non conformità del sistema di IA ai requisiti di cui all'articolo 10.***

soppresso

**Emendamento 650**

**Proposta di regolamento**

**Articolo 71 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. La non conformità del sistema di IA ai requisiti di cui all'articolo 10 e all'articolo 13, è soggetta a sanzioni amministrative pecuniarie fino a

20 000 000 di EUR o, se l'autore del reato è una società, fino al 4 % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore.

**Emendamento 651**

**Proposta di regolamento Articolo 71 – paragrafo 4**

*Testo della Commissione Emendamento*

1. La non conformità del sistema di IA ai requisiti o agli obblighi previsti dal presente regolamento, diversi da quelli di cui agli articoli 5 e ***10***, è soggetta a sanzioni amministrative pecuniarie fino a ***20*** 000 000 di EUR o, se l'autore del reato è una società, fino al ***4*** % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore***.***
2. La non conformità del sistema di IA ***o del modello di base*** ai requisiti o agli obblighi previsti dal presente regolamento, diversi da quelli di cui agli articoli 5***, 10*** e ***13***, è soggetta a sanzioni amministrative pecuniarie fino a ***10*** 000 000 di EUR o, se l'autore del reato è una società, fino al ***2*** % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore***;***

**Emendamento 652**

**Proposta di regolamento Articolo 71 – paragrafo 5**

*Testo della Commissione Emendamento*

1. La fornitura di informazioni inesatte, incomplete o fuorvianti agli organismi notificati e alle autorità nazionali competenti è soggetta a sanzioni amministrative pecuniarie fino a

***10*** 000 000 di EUR o, se l'autore del reato è una società, fino ***al 2*** % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore.

1. La fornitura di informazioni inesatte, incomplete o fuorvianti agli organismi notificati e alle autorità nazionali competenti è soggetta a sanzioni amministrative pecuniarie fino a ***5*** 000 000 di EUR o, se l'autore del reato è una società, fino ***all'1*** % del fatturato mondiale totale annuo dell'esercizio precedente, se superiore.

**Emendamento 653**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Nel decidere l'importo della sanzione amministrativa pecuniaria in ogni singolo caso, si tiene conto di tutte le circostanze pertinenti della situazione specifica e si tiene quanto segue in debita considerazione***:***
2. ***Le sanzioni possono essere inflitte in aggiunta o in sostituzione di misure non pecuniarie quali ordini o avvertimenti.*** Nel decidere l'importo della sanzione amministrativa pecuniaria in ogni singolo caso, si tiene conto di tutte le circostanze pertinenti della situazione specifica e si tiene quanto segue in debita considerazione***;***

**Emendamento 654**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera a**

*Testo della Commissione Emendamento*

a) la natura, la gravità e la durata della violazione e delle sue conseguenze;

1. la natura, la gravità e la durata della violazione e delle sue conseguenze***, tenendo in considerazione la finalità del sistema di IA, nonché, ove opportuno, il numero di persone interessate e il livello del danno da esse subito***;

**Emendamento 655**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera b**

*Testo della Commissione Emendamento*

1. se altre autorità di ***vigilanza del mercato*** hanno già applicato sanzioni amministrative pecuniarie allo stesso operatore per la stessa violazione;
2. se altre autorità di ***controllo nazionali di uno o più Stati membri*** hanno già applicato sanzioni amministrative pecuniarie allo stesso operatore per la stessa violazione;

**Emendamento 656**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c**

*Testo della Commissione Emendamento*

1. le dimensioni e ***la quota di mercato*** dell'operatore che ha commesso la violazione.

c) le dimensioni e ***il fatturato mondiale*** dell'operatore che ha commesso la violazione.

**Emendamento 657**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c bis (nuova)**

*Testo della Commissione Emendamento*

c bis) l'eventuale azione intrapresa dall'operatore per attenuare il pregiudizio o danno subito dalle persone interessate;

**Emendamento 658 Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c ter (nuova)**

*Testo della Commissione Emendamento*

c ter) il carattere doloso o colposo della violazione;

**Emendamento 659 Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c quater (nuova)**

*Testo della Commissione Emendamento*

c quater) il grado di cooperazione con le autorità nazionali competenti al fine di porre rimedio alla violazione e attenuarne i possibili effetti negativi;

**Emendamento 660**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c quinquies (nuova)**

*Testo della Commissione Emendamento*

c quinquies) il grado di responsabilità dell'operatore tenendo conto delle misure tecniche e organizzative attuate;

**Emendamento 661 Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c sexies (nuova)**

*Testo della Commissione Emendamento*

c sexies) il modo in cui le autorità nazionali competenti sono venute a conoscenza della violazione, in particolare se e in che misura è stata notificata dall'operatore;

**Emendamento 662 Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c septies (nuova)**

*Testo della Commissione Emendamento*

c septies) il rispetto dei codici di condotta o dei meccanismi di certificazione approvati;

**Emendamento 663 Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c octies (nuova)**

*Testo della Commissione Emendamento*

c octies) eventuali violazioni pertinenti commesse in precedenza dall'operatore;

**Emendamento 664**

**Proposta di regolamento**

**Articolo 71 – paragrafo 6 – lettera c nonies (nuova)**

*Testo della Commissione Emendamento*

c nonies) eventuali altri fattori aggravanti o attenuanti applicabili alle circostanze del caso.

**Emendamento 665**

**Proposta di regolamento Articolo 71 – paragrafo 7**

*Testo della Commissione Emendamento*

1. Ciascuno Stato membro ***può prevedere*** regole che dispongano ***se e in quale misura possono essere inflitte*** sanzioni amministrative pecuniarie ad autorità pubbliche e organismi pubblici istituiti in tale Stato membro.

7. Ciascuno Stato membro ***prevede*** regole che dispongano ***l'applicazione di*** sanzioni amministrative pecuniarie ad autorità pubbliche e organismi pubblici istituiti in tale Stato membro.

**Emendamento 666**

**Proposta di regolamento**

**Articolo 71 – paragrafo 8 bis (nuovo)**

*Testo della Commissione Emendamento*

8 bis. Le sanzioni di cui al presente articolo, nonché le relative spese processuali e le richieste di indennizzo, non possono essere oggetto di clausole contrattuali o di altre forme di accordi di ripartizione degli oneri tra fornitori e distributori, importatori, operatori o altri terzi;

**Emendamento 667 Proposta di regolamento**

**Articolo 71 – paragrafo 8 ter (nuovo)**

*Testo della Commissione Emendamento*

8 ter. Le autorità nazionali di controllo riferiscono annualmente all'ufficio per l'IA in merito alle ammende da essi inflitte durante l'anno a norma del presente articolo;

**Emendamento 668 Proposta di regolamento**

**Articolo 71 – paragrafo 8 quater (nuovo)**

*Testo della Commissione Emendamento*

8 quater. L'esercizio da parte delle autorità competenti dei poteri attribuiti loro dal presente articolo dovrebbe essere soggetto a garanzie procedurali adeguate in conformità del diritto dell'Unione e del diritto nazionale, inclusi il ricorso giurisdizionale e il giusto processo;

**Emendamento 669 Proposta di regolamento**

**Articolo 72 – paragrafo 1 – lettera a**

*Testo della Commissione Emendamento*

a) la natura, la gravità e la durata della violazione e delle sue conseguenze;

1. la natura, la gravità e la durata della violazione e delle sue conseguenze, ***tenendo in considerazione la finalità del sistema di IA interessato, il numero di persone interessate e il livello del danno da esse subito, nonché eventuali precedenti violazioni pertinenti;***

**Emendamento 670**

**Proposta di regolamento**

**Articolo 72 – paragrafo 1 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) qualsiasi azione intrapresa dall'istituzione, dall'agenzia o dall'organismo dell'Unione per attenuare il danno subito dalle persone interessate;

**Emendamento 671 Proposta di regolamento**

**Articolo 72 – paragrafo 1 – lettera a ter (nuova)**

*Testo della Commissione Emendamento*

a ter) il grado di responsabilità dell'istituzione, dell'agenzia o dell'organismo dell'Unione, tenendo conto delle misure tecniche e organizzative da essi attuate;

**Emendamento 672 Proposta di regolamento**

**Articolo 72 – paragrafo 1 – lettera b**

*Testo della Commissione Emendamento*

1. ***la*** cooperazione con il Garante europeo della protezione dei dati al fine di porre rimedio alla violazione e attenuarne i possibili effetti negativi, compreso il rispetto delle misure precedentemente disposte dal Garante europeo della protezione dei dati nei confronti dell'istituzione, dell'agenzia o dell'organismo dell'Unione in relazione allo stesso tema;

b) ***il grado di*** cooperazione con il Garante europeo della protezione dei dati al fine di porre rimedio alla violazione e attenuarne i possibili effetti negativi, compreso il rispetto delle misure precedentemente disposte dal Garante europeo della protezione dei dati nei confronti dell'istituzione, dell'agenzia o dell'organismo dell'Unione in relazione allo stesso tema;

**Emendamento 673**

**Proposta di regolamento**

**Articolo 72 – paragrafo 1 – lettera c bis (nuova)**

*Testo della Commissione Emendamento*

c bis) la maniera in cui il Garante europeo della protezione dei dati ha preso conoscenza della violazione, in particolare se e in che misura l'istituzione o l'organismo dell'Unione ha notificato la violazione;

**Emendamento 674 Proposta di regolamento**

**Articolo 72 – paragrafo 1 – lettera c ter (nuova)**

*Testo della Commissione Emendamento*

c ter) il bilancio annuale dell'organismo;

**Emendamento 675 Proposta di regolamento**

**Articolo 72 – paragrafo 2 – parte introduttiva**

*Testo della Commissione Emendamento*

2. ***Le seguenti violazioni sono soggette*** a sanzioni amministrative pecuniarie fino a 500 000 EUR***:***

1. ***L'inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5 è soggetta*** a sanzioni amministrative pecuniarie fino a

***1*** 500 000 EUR***.***

**Emendamento 676**

**Proposta di regolamento**

**Articolo 72 – paragrafo 2 – lettera a**

*Testo della Commissione Emendamento*

a) inosservanza del divieto delle pratiche di intelligenza artificiale di cui all'articolo 5;

soppresso

**Emendamento 677**

**Proposta di regolamento**

**Articolo 72 – paragrafo 2 bis (nuovo)**

*Testo della Commissione Emendamento*

2 bis. La non conformità del sistema di IA ai requisiti di cui all'articolo 10 è soggetta a sanzioni amministrative pecuniarie fino a 1 000 000 EUR.

**Emendamento 678**

**Proposta di regolamento Articolo 72 – paragrafo 3**

*Testo della Commissione Emendamento*

1. La non conformità del sistema di IA ai requisiti o agli obblighi previsti dal presente regolamento, diversi da quelli di cui agli articoli 5 e 10, è soggetta a sanzioni amministrative pecuniarie fino a ***250*** 000 EUR.

3. La non conformità del sistema di IA ai requisiti o agli obblighi previsti dal presente regolamento, diversi da quelli di cui agli articoli 5 e 10, è soggetta a sanzioni amministrative pecuniarie fino a ***750*** 000 EUR.

**Emendamento 679**

**Proposta di regolamento Articolo 72 – paragrafo 6**

*Testo della Commissione Emendamento*

6. I fondi raccolti mediante l'imposizione di sanzioni pecuniarie in forza del presente articolo entrano nel bilancio generale dell'Unione.

6. I fondi raccolti mediante l'imposizione di sanzioni pecuniarie in forza del presente articolo contribuiscono al bilancio generale dell'Unione. ***Le sanzioni pecuniarie non pregiudicano l'effettivo funzionamento dell'istituzione, dell'organismo o dell'agenzia dell'Unione sanzionata.***

**Emendamento 680**

**Proposta di regolamento**

**Articolo 72 – paragrafo 6 bis (nuovo)**

*Testo della Commissione Emendamento*

6 bis. Il garante europeo della protezione dei dati notifica annualmente all'ufficio per l'IA le sanzioni pecuniarie da esso imposte a norma del presente articolo.

**Emendamento 681**

**Proposta di regolamento Articolo 73 – paragrafo 2**

*Testo della Commissione Emendamento*

2. ***La delega*** di ***potere*** di cui all'articolo 4, all'articolo 7, paragrafo 1, all'articolo 11, paragrafo 3, all'articolo 43, paragrafi 5 e 6, e all'articolo 48, paragrafo 5, è ***conferita*** alla Commissione per un periodo ***indeterminato*** a decorrere dal [data di entrata in vigore del presente regolamento].

2. ***Il potere*** di ***adottare gli atti delegati*** di cui all'articolo 4, all'articolo 7, paragrafo 1, all'articolo 11, paragrafo 3, all'articolo 43, paragrafi 5 e 6, e all'articolo 48, paragrafo 5, è ***conferito*** alla Commissione per un periodo ***di cinque anni*** a decorrere dal ***...*** [data di entrata in vigore del presente regolamento]. ***La Commissione elabora una relazione sulla delega di potere al più tardi nove mesi prima della scadenza del periodo di cinque anni. La delega di potere è tacitamente prorogata per periodi di identica durata, a meno che il Parlamento europeo o il Consiglio non si oppongano a tale proroga al più tardi tre mesi prima del termine di ciascun periodo.***

**Emendamento 682**

**Proposta di regolamento**

**Articolo 73 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. Prima dell'adozione di un atto delegato, la Commissione consulta le istituzioni pertinenti, l'ufficio, il forum consultivo e altri portatori d'interessi pertinenti a norma dei principi stabiliti nell'accordo interistituzionale "Legiferare meglio" del 13 aprile 2016.

Una volta deciso di elaborare un atto delegato, la Commissione ne dà notifica al Parlamento europeo. La notifica non impone alla Commissione l'obbligo di adottare tale atto.

**Emendamento 683**

**Proposta di regolamento Articolo 81 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 81 bis

Modifica del regolamento (UE) 2019/1020

Il regolamento (UE) 2019/1020 è così modificato:

all'articolo 14, paragrafo 4, è aggiunto il seguente comma:

"l) il potere di attuare i poteri previsti dal presente articolo a distanza, ove applicabile;"

**Emendamento 684**

**Proposta di regolamento Articolo 82 bis (nuovo)**

*Testo della Commissione Emendamento*

Articolo 82 bis Legiferare meglio

Nel tenere conto dei requisiti del presente regolamento ai sensi delle modifiche di cui agli articoli 75, 76, 77, 78, 79, 80, 81 e 82, la Commissione effettua un'analisi e consulta i pertinenti portatori di interessi per stabilire le potenziali lacune e sovrapposizioni tra la legislazione settoriale esistente e le disposizioni del presente regolamento.

**Emendamento 685**

**Proposta di regolamento Articolo 82 ter (nuovo)**

*Testo della Commissione Emendamento*

Articolo 82 ter Orientamenti della Commissione riguardo

all'attuazione del presente regolamento

1. ***La Commissione elabora, in consultazione con l'ufficio per l'IA, orientamenti sull'attuazione pratica del presente regolamento, in particolare per quanto riguarda:***
2. ***l'applicazione dei requisiti di cui agli articoli da 8 a 15 e agli articoli da 28 a 28 ter;***
3. ***le pratiche vietate di cui all'articolo 5;***
4. ***l'attuazione pratica delle disposizioni relative alla modifica sostanziale;***
5. ***le circostanze pratiche in cui l'output di un sistema di IA di cui all'allegato III comporterebbe un rischio significativo di danno per la salute, la sicurezza o i diritti fondamentali delle persone fisiche di cui all'articolo 6, paragrafo 2, compresi esempi in relazione ai sistemi di IA ad alto rischio di cui all'allegato III;***
6. ***l'attuazione pratica degli obblighi di trasparenza di cui all'articolo 52;***
7. ***lo sviluppo di codici di condotta di cui all'articolo 69;***
8. ***la relazione del presente regolamento con altre norme pertinenti dell'Unione, anche per quanto riguarda la coerenza della loro applicazione;***
9. ***l'attuazione pratica dell'articolo 12, dell'articolo 28 ter sull'impatto ambientale dei modelli di base e dell'allegato IV, punto 3, lettera b), in particolare i metodi di misurazione e di registrazione per consentire il calcolo e la comunicazione dell'impatto ambientale dei sistemi per conformarsi agli obblighi previsti dal presente regolamento, compresa l'impronta di carbonio e l'efficienza energetica, tenendo conto dei***

metodi più avanzati e delle economie di scala.

Quando pubblica tali orientamenti, la Commissione presta particolare attenzione alle esigenze delle PMI, comprese le start-up, delle autorità pubbliche locali e dei settori maggiormente interessati dal presente regolamento.

1. ***Su richiesta degli Stati membri o dell'ufficio per l'IA, o di propria iniziativa, la Commissione aggiorna gli orientamenti già adottati quando lo ritiene necessario.***

**Emendamento 686**

**Proposta di regolamento**

**Articolo 83 – paragrafo 1 – comma 1**

*Testo della Commissione Emendamento*

1. ***Il presente regolamento non si applica ai*** sistemi di IA che sono componenti di sistemi IT su larga scala istituiti dagli atti giuridici elencati nell'allegato IX che sono stati immessi sul mercato o messi in servizio prima del ***[12 mesi dopo la data di applicazione*** del presente ***regolamento di cui all'articolo 85, paragrafo 2], a meno che la sostituzione o la modifica di tali atti giuridici non comporti una modifica significativa della progettazione o della finalità prevista del sistema*** di ***IA o dei sistemi di IA interessati***.

1. ***Gli operatori di*** sistemi di IA che sono componenti di sistemi IT su larga scala istituiti dagli atti giuridici elencati nell'allegato IX che sono stati immessi sul mercato o messi in servizio prima del ***[data di entrata in vigore*** del presente ***regolamento] adottano le misure necessarie per conformarsi ai requisiti stabiliti dal presente regolamento entro ... [4 anni dopo la data*** di ***entrata in vigore del presente regolamento]***.

**Emendamento 687**

**Proposta di regolamento**

**Articolo 83 – paragrafo 1 – comma 1**

*Testo della Commissione Emendamento*

Si tiene conto dei requisiti di cui al presente regolamento***, ove applicabile,*** nella valutazione di ciascun sistema IT su

Si tiene conto dei requisiti di cui al presente regolamento nella valutazione di ciascun sistema IT su larga scala istituito

larga scala istituito dagli atti giuridici elencati nell'allegato IX da effettuare come previsto in tali atti.

dagli atti giuridici elencati nell'allegato IX da effettuare come previsto in tali atti ***e ogniqualvolta tali atti giuridici sono sostituiti o modificati***.

**Emendamento 688**

**Proposta di regolamento Articolo 83 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Il presente regolamento si applica ***ai*** sistemi di IA ad alto rischio, diversi da quelli di cui al paragrafo 1, che sono stati immessi sul mercato o messi in servizio prima del [data di applicazione del presente regolamento di cui all'articolo 85, paragrafo 2], solo se, a decorrere da tale data, tali sistemi sono soggetti a modifiche ***significative della loro progettazione o finalità prevista***.

2. Il presente regolamento si applica ***agli operatori di*** sistemi di IA ad alto rischio, diversi da quelli di cui al paragrafo 1, che sono stati immessi sul

mercato o messi in servizio prima del [data di applicazione del presente regolamento di cui all'articolo 85, paragrafo 2], solo se, a decorrere da tale data, tali sistemi sono soggetti a modifiche ***sostanziali a norma di quanto stabilito all'articolo 3, punto 23. Nel caso di sistemi di IA ad alto rischio destinati a essere utilizzati dalle autorità pubbliche, i fornitori e gli operatori di tali sistemi adottano le misure necessarie per conformarsi ai requisiti del presente regolamento [due anni dopo la data di entrata in vigore del presente regolamento]***.

**Emendamento 689**

**Proposta di regolamento Articolo 84 – paragrafo 1**

*Testo della Commissione Emendamento*

1. La Commissione valuta la necessità di modificare l'elenco di cui all'allegato III una volta l'anno dopo l'entrata in vigore del presente regolamento.

1. ***Dopo aver consultato l'ufficio per l'IA,*** la Commissione valuta la necessità di modificare l'elenco di cui all'allegato III***, compreso l'ampliamento di rubriche settoriali esistenti o l'aggiunta di nuove rubriche settoriali in tale allegato, dell'elenco di pratiche di IA vietate di cui all'articolo 5 e dell'elenco di sistemi di IA che richiedono ulteriori misure di trasparenza di cui all'articolo 52,*** una

volta l'anno dopo l'entrata in vigore del presente regolamento ***e dopo una raccomandazione dell'ufficio.***

La Commissione trasmette gli esiti della valutazione al Parlamento europeo e al Consiglio.

**Emendamento 690**

**Proposta di regolamento Articolo 84 – paragrafo 2**

*Testo della Commissione Emendamento*

1. Entro ***[tre*** anni dalla data di applicazione del presente regolamento di cui all'articolo 85, paragrafo 2] e successivamente ogni ***quattro*** anni, la Commissione trasmette al Parlamento europeo e al Consiglio una relazione di valutazione e sul riesame del presente regolamento. Le relazioni sono rese pubbliche.

2. Entro ***... [due*** anni dalla data di applicazione del presente regolamento di cui all'articolo 85, paragrafo 2] e successivamente ogni ***due*** anni, la Commissione***, unitamente all'ufficio per l'IA,*** trasmette al Parlamento europeo e al Consiglio una relazione di valutazione e sul riesame del presente regolamento. Le relazioni sono rese pubbliche.

**Emendamento 691**

**Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera a**

*Testo della Commissione Emendamento*

a) lo stato delle risorse finanziarie e umane necessarie alle autorità nazionali competenti per lo svolgimento efficace dei compiti loro assegnati a norma del presente regolamento;

a) lo stato delle risorse finanziarie***, tecniche*** e umane necessarie alle autorità nazionali competenti per lo svolgimento efficace dei compiti loro assegnati a norma del presente regolamento;

**Emendamento 692**

**Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) lo stato di elaborazione di norme armonizzate e specifiche comuni per

l'intelligenza artificiale;

**Emendamento 693**

**Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b ter (nuova)**

*Testo della Commissione Emendamento*

b ter) il livello di investimenti nella ricerca, sviluppo e applicazione dei sistemi di IA in tutta l'Unione;

**Emendamento 694 Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b quater (nuova)**

*Testo della Commissione Emendamento*

b quater) la competitività del settore di IA aggregato europeo rispetto ai settori di IA di paesi terzi;

**Emendamento 695 Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b quinquies (nuova)**

*Testo della Commissione Emendamento*

b quinquies) l'impatto del regolamento per quanto riguarda l'uso delle risorse e dell'energia, nonché la produzione di rifiuti e altri impatti ambientali;

**Emendamento 696 Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b sexies (nuova)**

*Testo della Commissione Emendamento*

b sexies) l'attuazione del piano coordinato sull'IA, tenendo conto del diverso livello di progresso tra gli Stati membri e

individuando gli ostacoli esistenti all'innovazione nell'IA;

**Emendamento 697**

**Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b septies (nuova)**

*Testo della Commissione Emendamento*

b septies) l'aggiornamento dei requisiti specifici relativi alla sostenibilità dei sistemi di IA e dei modelli di base, sulla base dei requisiti in materia di comunicazione e documentazione di cui all'allegato IV e all'articolo 28 ter;

**Emendamento 698 Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b octies (nuova)**

*Testo della Commissione Emendamento*

b octies) il regime giuridico che disciplina i modelli di base;

**Emendamento 699 Proposta di regolamento**

**Articolo 84 – paragrafo 3 – lettera b nonies (nuova)**

*Testo della Commissione Emendamento*

b nonies) l'elenco delle clausole contrattuali inique di cui all'articolo 28 bis, tenendo conto, se necessario, delle nuove pratiche commerciali;

**Emendamento 700 Proposta di regolamento**

**Articolo 84 – paragrafo 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. Entro ... [due anni dopo la data di entrata in applicazione del presente regolamento di cui all'articolo 85, paragrafo 2], la Commissione valuta il funzionamento dell'ufficio per l'IA, se all'ufficio siano stati conferiti poteri e competenze adeguati per svolgere i suoi compiti e se sia pertinente e necessario per la corretta attuazione e applicazione del presente regolamento potenziare l'Ufficio e le sue competenze di esecuzione e aumentare le sue risorse. La Commissione trasmette tale relazione di valutazione al Parlamento europeo e al Consiglio.

**Emendamento 701**

**Proposta di regolamento Articolo 84 – paragrafo 4**

*Testo della Commissione Emendamento*

4. Entro ***[tre anni*** dalla data di applicazione del presente regolamento di cui all'articolo 85, paragrafo 2] e successivamente ogni ***quattro*** anni, la Commissione valuta l'impatto e l'efficacia dei codici di condotta per la promozione dell'applicazione dei requisiti di cui al titolo III, capo 2, ed eventualmente di altri requisiti supplementari per i sistemi di IA diversi dai sistemi di IA ad alto rischio***.***

1. Entro ***... [1 anno*** dalla data di applicazione del presente regolamento di cui all'articolo 85, paragrafo 2] e successivamente ogni ***due*** anni, la Commissione valuta l'impatto e l'efficacia dei codici di condotta per la promozione dell'applicazione dei requisiti di cui al titolo III, capo 2, ed eventualmente di altri requisiti supplementari per i sistemi di IA diversi dai sistemi di IA ad alto rischio***;***

**Emendamento 702**

**Proposta di regolamento Articolo 84 – paragrafo 5**

*Testo della Commissione Emendamento*

1. Ai fini dei paragrafi da 1 a 4, ***il comitato***, gli Stati membri e le autorità nazionali competenti forniscono alla Commissione informazioni su sua
2. Ai fini dei paragrafi da 1 a 4, ***l'ufficio per l'IA***, gli Stati membri e le autorità nazionali competenti forniscono ***senza indebito ritardo*** alla Commissione

richiesta. informazioni su sua richiesta.

**Emendamento 703**

**Proposta di regolamento Articolo 84 – paragrafo 6**

*Testo della Commissione Emendamento*

1. Nello svolgere le valutazioni e i riesami di cui ai paragrafi da 1 a 4, la Commissione tiene conto delle posizioni e delle conclusioni ***del comitato***, del Parlamento europeo, del Consiglio, nonché di altri organismi o fonti pertinenti.
2. Nello svolgere le valutazioni e i riesami di cui ai paragrafi da 1 a 4, la Commissione tiene conto delle posizioni e delle conclusioni ***dell'ufficio per l'IA***, del Parlamento europeo, del Consiglio, nonché di altri organismi o fonti pertinenti ***e consulta tutti i pertinenti portatori di interessi***. ***Il risultato di tale consultazione è allegato alla relazione;***

**Emendamento 704**

**Proposta di regolamento Articolo 84 – paragrafo 7**

*Testo della Commissione Emendamento*

1. Se necessario, la Commissione presenta opportune proposte di modifica del presente regolamento tenendo conto, in particolare, degli sviluppi delle tecnologie e alla luce dei progressi della società dell'informazione.

7. Se necessario, la Commissione presenta opportune proposte di modifica del presente regolamento tenendo conto, in particolare, degli sviluppi delle tecnologie***, dell'effetto dei sistemi di IA sulla salute e la sicurezza, sui diritti fondamentali, sull'ambiente, sull'uguaglianza, sull'accessibilità delle persone con disabilità, sulla democrazia e sullo Stato di diritto*** e alla luce dei progressi della società dell'informazione.

**Emendamento 705**

**Proposta di regolamento**

**Articolo 84 – paragrafo 7 bis (nuovo)**

*Testo della Commissione Emendamento*

7 bis. Per orientare le valutazioni e i riesami di cui ai paragrafi da 1 a 4 del

presente articolo, l'ufficio si impegna a sviluppare una metodologia obiettiva e partecipativa per la valutazione del livello di rischio basata sui criteri definiti negli articoli pertinenti e l'inclusione di nuovi sistemi nell'elenco di cui all'allegato III, compreso l'ampliamento di rubriche settoriali esistenti o l'aggiunta di nuove rubriche settoriali in tale allegato, nell'elenco delle pratiche vietate di cui all'articolo 5 e nell'elenco dei sistemi di IA che richiedono ulteriori misure di trasparenza a norma dell'articolo 52.

**Emendamento 706**

**Proposta di regolamento**

**Articolo 84 – paragrafo 7 ter (nuovo)**

*Testo della Commissione Emendamento*

7 ter. Eventuali modifiche al presente regolamento ai sensi del paragrafo 7 del presente articolo, o i pertinenti atti delegati o di esecuzione futuri, che riguardano la legislazione settoriale di cui all'allegato II, sezione B, tengono conto delle specificità normative di ciascun settore e dei vigenti meccanismi di governance, valutazione della conformità e applicazione e delle autorità da essi stabilite.

**Emendamento 707 Proposta di regolamento**

**Articolo 84 – paragrafo 7 quater (nuovo)**

*Testo della Commissione Emendamento*

7 quater. Entro ... [cinque anni dalla data di applicazione del presente regolamento], la Commissione effettua una valutazione dell'applicazione del presente regolamento e presenta una relazione al Parlamento europeo, al Consiglio e al Comitato economico e sociale europeo, tenendo conto dei primi

anni di applicazione del regolamento. Sulla base dei risultati, la relazione è accompagnata, se del caso, da una proposta di modifica del regolamento in relazione alla modalità di applicazione e alla necessità di un'agenzia dell'Unione che ponga rimedio alle carenze individuate.

**Emendamento 708**

**Proposta di regolamento Allegato I**

*Testo della Commissione Emendamento*

TECNICHE E APPROCCI DI INTELLIGENZA ARTIFICIALE di cui

all'articolo 3, punto 1)

1. ***Approcci di apprendimento automatico, compresi l'apprendimento supervisionato, l'apprendimento non supervisionato e l'apprendimento per rinforzo, con utilizzo di un'ampia gamma di metodi, tra cui l'apprendimento profondo (deep learning);***
2. ***approcci basati sulla logica e approcci basati sulla conoscenza, compresi la rappresentazione della conoscenza, la programmazione induttiva (logica), le basi di conoscenze, i motori inferenziali e deduttivi, il ragionamento (simbolico) e i sistemi esperti;***
3. ***approcci statistici, stima bayesiana, metodi di ricerca e ottimizzazione.***

**Emendamento 709 Proposta di regolamento**

**Allegato III – comma 1 – parte introduttiva**

soppresso

*Testo della Commissione Emendamento*

I sistemi di IA ad alto rischio a norma dell'articolo 6, paragrafo 2, ***sono i sistemi di IA elencati in uno dei settori indicati di***

I sistemi di IA di cui ai punti da 1 a 8 bis rappresentano casi d'uso critici e sono tutti considerati sistemi di IA ad alto

***seguito.*** rischio a norma dell'articolo 6, paragrafo 2, ***a condizione che soddisfino i criteri di cui a tale articolo:***

**Emendamento 710 Proposta di regolamento**

**Allegato III – punto 1 – parte introduttiva**

*Testo della Commissione Emendamento*

1. Identificazione e categorizzazione biometrica delle persone fisiche:

1. Sistemi biometrici e basati su elementi biometrici:

**Emendamento 711**

**Proposta di regolamento Allegato III – punto 1 – lettera a**

*Testo della Commissione Emendamento*

a) i sistemi di IA destinati a essere utilizzati per l'identificazione biometrica ***remota "in tempo reale" e "a posteriori"*** delle persone fisiche.

a) i sistemi di IA destinati a essere utilizzati per l'identificazione biometrica delle persone fisiche***, ad eccezione di quelli di cui all'articolo 5***.

**Emendamento 712**

**Proposta di regolamento**

**Allegato III – punto 1 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) I sistemi di IA destinati a essere utilizzati per trarre conclusioni sulle caratteristiche personali delle persone fisiche sulla base di dati biometrici o basati su elementi biometrici, compresi i sistemi di riconoscimento delle emozioni, ad eccezione di quelli di cui all'articolo 5;

Il punto 1 non comprende i sistemi di IA destinati a essere utilizzati per le verifiche biometriche il cui unico scopo è confermare che una determinata persona fisica è la persona che dichiara di essere.

**Emendamento 713**

**Proposta di regolamento Allegato III – punto 12– lettera a**

*Testo della Commissione Emendamento*

a) i sistemi di IA destinati a essere utilizzati come componenti di sicurezza nella gestione del traffico stradale e ***nella fornitura di acqua, gas, riscaldamento ed elettricità***.

a) i sistemi di IA destinati a essere utilizzati come componenti di sicurezza nella gestione del traffico stradale***, ferroviario*** e ***aereo, a meno che non siano disciplinati da normative di armonizzazione o di settore***.

**Emendamento 714**

**Proposta di regolamento**

**Allegato III – punto 2 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) i sistemi di IA destinati a essere utilizzati come componenti di sicurezza nella gestione e nel funzionamento della fornitura di acqua, gas, riscaldamento, energia elettrica e infrastrutture digitali critiche;

**Emendamento 715 Proposta di regolamento**

**Allegato III – punto 3– lettera a**

*Testo della Commissione Emendamento*

a) i sistemi di IA destinati a essere utilizzati al fine di determinare l'accesso o l'assegnazione di persone fisiche agli istituti di istruzione e formazione professionale;

1. i sistemi di IA destinati a essere utilizzati al fine di determinare l'accesso o ***influenzare materialmente le decisioni sull'ammissione o*** l'assegnazione di persone fisiche agli istituti di istruzione e formazione professionale;

**Emendamento 716**

**Proposta di regolamento Allegato III – punto 3– lettera b**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati per valutare gli studenti negli istituti di istruzione e formazione professionale e per valutare i partecipanti alle prove solitamente richieste per l'ammissione ***agli*** istituti ***di istruzione***.

b) i sistemi di IA destinati a essere utilizzati per valutare gli studenti negli istituti di istruzione e formazione professionale e per valutare i partecipanti alle prove solitamente richieste per l'ammissione ***a tali*** istituti.

**Emendamento 717**

**Proposta di regolamento**

**Allegato III – punto 3 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) i sistemi di IA destinati a essere utilizzati per valutare il livello di istruzione adeguato per un individuo e a influenzare materialmente il livello di istruzione e formazione professionale che tale individuo riceverà o al quale potrà accedere;

**Emendamento 718 Proposta di regolamento**

**Allegato III – punto 3 – lettera b ter (nuova)**

*Testo della Commissione Emendamento*

b ter) i sistemi di IA destinati a essere utilizzati per monitorare e rilevare comportamenti vietati da parte degli studenti durante le prove nel contesto/all'interno degli istituti di istruzione e formazione professionale;

**Emendamento 719 Proposta di regolamento**

**Allegato III – punto 4– lettera a**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere a) i sistemi di IA destinati a essere

utilizzati per l'assunzione o la selezione di persone fisiche, in particolare per ***pubblicizzare i posti vacanti***, vagliare o filtrare le candidature, valutare i candidati nel corso di colloqui o prove;

utilizzati per l'assunzione o la selezione di persone fisiche, in particolare per ***inserire annunci di lavoro mirati***, vagliare o filtrare le candidature, valutare i candidati nel corso di colloqui o prove;

**Emendamento 720**

**Proposta di regolamento Allegato III – punto 4– lettera b**

*Testo della Commissione Emendamento*

1. ***l'IA destinata*** a essere ***utilizzata*** per adottare decisioni ***in materia di*** promozione e cessazione dei rapporti contrattuali di lavoro, ***per*** l'assegnazione dei compiti ***e per*** il monitoraggio e la valutazione delle prestazioni e del comportamento delle persone nell'ambito di tali rapporti di lavoro***.***

b) ***i sistemi di IA destinati*** a essere ***utilizzati*** per adottare decisioni ***o influenzare materialmente le decisioni riguardanti l'avvio, la*** promozione e ***la*** cessazione dei rapporti contrattuali di lavoro, l'assegnazione dei compiti ***sulla base dei comportamenti individuali, dei tratti o delle caratteristiche personali, o*** il monitoraggio e la valutazione delle prestazioni e del comportamento delle persone nell'ambito di tali rapporti di lavoro***;***

**Emendamento 721**

**Proposta di regolamento Allegato III – punto 5– lettera a**

*Testo della Commissione Emendamento*

a) i sistemi di IA destinati a essere utilizzati dalle autorità pubbliche o per conto di autorità pubbliche per valutare l'ammissibilità delle persone fisiche alle prestazioni e ai servizi di assistenza pubblica, nonché per concedere, ridurre, revocare o recuperare tali prestazioni e servizi;

1. i sistemi di IA destinati a essere utilizzati dalle autorità pubbliche o per conto di autorità pubbliche per valutare l'ammissibilità delle persone fisiche alle prestazioni e ai servizi di assistenza pubblica, ***compresi i servizi sanitari e i servizi essenziali, tra cui, ma non solo, l'alloggio, l'elettricità, il riscaldamento/raffreddamento e internet,*** nonché per concedere, ridurre, revocare***, aumentare*** o recuperare tali prestazioni e servizi;

**Emendamento 722**

**Proposta di regolamento Allegato III – punto 5– lettera b**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati per valutare l'affidabilità creditizia delle persone fisiche o per stabilire il loro merito di credito, a eccezione dei sistemi di IA ***messi in servizio per uso proprio da fornitori*** di ***piccole dimensioni***;
2. i sistemi di IA destinati a essere utilizzati per valutare l'affidabilità creditizia delle persone fisiche o per stabilire il loro merito di credito, a eccezione dei sistemi di IA ***utilizzati allo scopo*** di ***individuare frodi finanziarie***;

**Emendamento 723**

**Proposta di regolamento**

**Allegato III – punto 5 – lettera b bis (nuova)**

*Testo della Commissione Emendamento*

b bis) i sistemi di IA destinati a essere utilizzati per adottare decisioni o influenzare materialmente le decisioni riguardo all'ammissibilità di persone fisiche all'assicurazione sanitaria e sulla vita;

**Emendamento 724 Proposta di regolamento**

**Allegato III – punto 5– lettera c**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati per inviare servizi di emergenza di primo soccorso o per stabilire priorità in merito all'invio di tali servizi, compresi vigili del fuoco e assistenza medica***.***

c) i sistemi di IA destinati a essere utilizzati per ***valutare e classificare le chiamate di emergenza effettuate da persone fisiche o*** inviare servizi di emergenza di primo soccorso o per stabilire priorità in merito all'invio di tali servizi, compresi ***polizia, autorità di contrasto,*** vigili del fuoco e assistenza medica***, nonché per i sistemi di selezione dei pazienti per quanto concerne l'assistenza sanitaria di emergenza;***

**Emendamento 725**

**Proposta di regolamento Allegato III – punto 6– lettera a**

*Testo della Commissione Emendamento*

1. ***i sistemi di IA destinati a essere utilizzati dalle autorità di contrasto per effettuare valutazioni individuali dei rischi delle persone fisiche al fine di determinare il rischio di reato o recidiva in relazione a una persona fisica o il rischio per vittime potenziali di reati;***

soppresso

**Emendamento 726**

**Proposta di regolamento Allegato III – punto 6– lettera b**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati ***dalle*** autorità di contrasto, come poligrafi e strumenti analoghi, ***o per rilevare lo stato emotivo di una persona fisica***;
2. i sistemi di IA destinati a essere utilizzati ***da o per conto delle autorità di contrasto, o da agenzie, uffici o organismi dell'Unione a sostegno delle*** autorità di contrasto, come poligrafi e strumenti analoghi, ***nella misura in cui il loro uso è consentito dal pertinente diritto dell'Unione e nazionale***;

**Emendamento 727**

**Proposta di regolamento Allegato III – punto 6– lettera c**

*Testo della Commissione Emendamento*

1. ***i sistemi di IA destinati a essere utilizzati dalle autorità di contrasto per individuare i "deep fake" di cui all'articolo 52, paragrafo 3;***

soppresso

**Emendamento 728**

**Proposta di regolamento Allegato III – punto 6– lettera d**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati ***dalle*** autorità di contrasto per la valutazione dell'affidabilità degli elementi probatori nel corso delle indagini o del perseguimento di reati;
2. i sistemi di IA destinati a essere utilizzati ***da o per conto delle autorità di contrasto, o da agenzie, uffici o organismi dell'Unione a sostegno delle*** autorità di contrasto per la valutazione dell'affidabilità degli elementi probatori nel corso delle indagini o del perseguimento di reati;

**Emendamento 729**

**Proposta di regolamento Allegato III – punto 6– lettera e**

*Testo della Commissione Emendamento*

1. ***i sistemi di IA destinati a essere utilizzati dalle autorità di contrasto per prevedere il verificarsi o il ripetersi di un reato effettivo o potenziale sulla base della profilazione delle persone fisiche di cui all'articolo 3, paragrafo 4, della direttiva (UE) 2016/680 o per valutare i tratti e le caratteristiche della personalità o il comportamento criminale pregresso di persone fisiche o gruppi;***

soppresso

**Emendamento 730**

**Proposta di regolamento Allegato III – punto 6– lettera f**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati ***dalle*** autorità di contrasto per la profilazione delle persone fisiche di cui all'articolo 3, paragrafo 4, della direttiva (UE) 2016/680 nel corso dell'indagine, dell'accertamento e del perseguimento di reati;
2. i sistemi di IA destinati a essere utilizzati ***da o per conto delle autorità di contrasto, o da agenzie, uffici o organismi dell'Unione a sostegno delle*** autorità di contrasto per la profilazione delle persone fisiche di cui all'articolo 3, paragrafo 4, della direttiva (UE) 2016/680 nel corso dell'indagine, dell'accertamento e del perseguimento di reati ***o, nel caso delle agenzie dell'Unione, degli uffici o degli organismi, a norma di quanto stabilito all'articolo 3, paragrafo 5, del***

regolamento (UE) 2018/1725;

**Emendamento 731**

**Proposta di regolamento Allegato III – punto 6– lettera g**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati per l'analisi criminale riguardo alle persone fisiche, che consentono alle autorità di contrasto di eseguire ricerche in set di dati complessi, correlati e non correlati, resi disponibili da fonti di dati diverse o in formati diversi, al fine di individuare modelli sconosciuti o scoprire relazioni nascoste nei dati.

g) i sistemi di IA destinati a essere utilizzati ***da o per conto delle autorità di contrasto, o da agenzie, uffici o organismi dell'Unione a sostegno delle autorità di contrasto*** per l'analisi criminale riguardo alle persone fisiche, che consentono alle autorità di contrasto di eseguire ricerche in set di dati complessi, correlati e non correlati, resi disponibili da fonti di dati diverse o in formati diversi, al fine di individuare modelli sconosciuti o scoprire relazioni nascoste nei dati.

**Emendamento 732**

**Proposta di regolamento Allegato III – punto 7– lettera a**

*Testo della Commissione Emendamento*

a) i sistemi di IA destinati a essere utilizzati ***dalle*** autorità pubbliche competenti, come poligrafi e strumenti analoghi, ***o per rilevare lo stato emotivo di una persona fisica;***

1. i sistemi di IA destinati a essere utilizzati ***da o per conto delle*** autorità pubbliche competenti, ***o da agenzie, uffici o organismi dell'Unione,*** come poligrafi e strumenti analoghi, ***nella misura in cui il loro uso è consentito dal pertinente diritto dell'Unione e nazionale***

**Emendamento 733**

**Proposta di regolamento Allegato III – punto 7– lettera b**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati ***dalle*** autorità pubbliche competenti per valutare un rischio
2. i sistemi di IA destinati a essere utilizzati ***da o per conto delle*** autorità pubbliche competenti ***o dalle agenzie,***

(compresi un rischio per la sicurezza, un rischio di immigrazione irregolare o un rischio per la salute) posto da una persona fisica che intende entrare o è entrata nel territorio di uno Stato membro;

***dagli uffici o organismi dell'Unione*** per valutare un rischio (compresi un rischio per la sicurezza, un rischio di immigrazione irregolare o un rischio per la salute) posto da una persona fisica che intende entrare o è entrata nel territorio di uno Stato membro;

**Emendamento 734**

**Proposta di regolamento Allegato III – punto 7– lettera c**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati a essere utilizzati ***dalle*** autorità pubbliche competenti per verificare l'autenticità dei documenti di viaggio e dei documenti giustificativi delle persone fisiche e per individuare i documenti non autentici mediante il controllo delle caratteristiche di sicurezza;
2. i sistemi di IA destinati a essere utilizzati ***da o per conto delle*** autorità pubbliche competenti ***o dalle agenzie, dagli uffici o organismi dell'Unione*** per verificare l'autenticità dei documenti di viaggio e dei documenti giustificativi delle persone fisiche e per individuare i documenti non autentici mediante il controllo delle caratteristiche di sicurezza;

**Emendamento 735**

**Proposta di regolamento Allegato III – punto 7– lettera d**

*Testo della Commissione Emendamento*

1. i sistemi di IA destinati ***ad assistere le*** autorità pubbliche competenti nell'esame delle domande di asilo, di visto e di permesso di soggiorno e dei relativi reclami per quanto riguarda l'ammissibilità delle persone fisiche che richiedono tale status.

d) i sistemi di IA destinati ***a essere utilizzati da o per conto delle*** autorità pubbliche competenti ***o dalle agenzie, dagli uffici o organismi dell'Unione, per ricevere assistenza*** nell'esame ***e nella valutazione della veridicità*** delle ***prove in relazione alle*** domande di asilo, di visto e di permesso di soggiorno e dei relativi reclami per quanto riguarda l'ammissibilità delle persone fisiche che richiedono tale status.

**Emendamento 736**

**Proposta di regolamento**

**Allegato III – punto 7 – lettera d bis (nuova)**

*Testo della Commissione Emendamento*

d bis) i sistemi di IA destinati a essere utilizzati da o per conto delle autorità pubbliche competenti o dalle agenzie, dagli uffici o organismi dell'Unione nella gestione della migrazione, dell'asilo e del controllo delle frontiere per monitorare, sorvegliare o elaborare dati nel contesto delle attività di gestione delle frontiere allo scopo di individuare, riconoscere o identificare persone fisiche;

**Emendamento 737 Proposta di regolamento**

**Allegato III – punto 7 – lettera d ter (nuova)**

*Testo della Commissione Emendamento*

d ter) i sistemi di IA destinati a essere utilizzati da o per conto delle autorità pubbliche competenti o dalle agenzie, dagli uffici o organismi dell'Unione in materia di gestione della migrazione, dell'asilo e del controllo delle frontiere per prevedere o anticipare le tendenze relative ai movimenti migratori e all'attraversamento delle frontiere;

**Emendamento 738 Proposta di regolamento**

**Allegato III – punto 8– lettera a**

*Testo della Commissione Emendamento*

a) i sistemi di IA destinati ***ad*** assistere un'autorità giudiziaria nella ricerca e nell'interpretazione dei fatti e del diritto e nell'applicazione della legge a una serie concreta di fatti.

a) i sistemi di IA destinati ***a essere utilizzati da un'autorità giudiziaria o da un organo amministrativo, o per loro conto, per*** assistere un'autorità giudiziaria ***o un organo amministrativo*** nella ricerca e nell'interpretazione dei fatti e del diritto e nell'applicazione della legge a una serie concreta di fatti ***o utilizzati in modo***

analogo nella risoluzione alternativa delle controversie.

**Emendamento 739**

**Proposta di regolamento**

**Allegato III – punto 8 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) i sistemi di IA destinati a essere utilizzati per influenzare l'esito di un'elezione o di un referendum o il comportamento di voto delle persone fisiche nell'esercizio del loro voto alle elezioni o ai referendum. Sono esclusi i sistemi di IA i cui risultati non sono rivolti direttamente alle persone fisiche, come gli strumenti utilizzati per organizzare, ottimizzare e strutturare campagne politiche da un punto di vista amministrativo e logistico.

**Emendamento 740 Proposta di regolamento**

**Allegato III – punto 8 – lettera a ter (nuova)**

*Testo della Commissione Emendamento*

a ter) i sistemi di IA destinati a essere utilizzati dalle piattaforme di social media che sono state designate come piattaforme online di dimensioni molto grandi ai sensi dell'articolo 33 del regolamento (UE) 2022/2065, per quanto concerne i loro sistemi di raccomandazione per raccomandare al destinatario del servizio i contenuti generati dagli utenti disponibili sulla piattaforma.

**Emendamento 741 Proposta di regolamento**

**Allegato IV – punto 1– lettera a**

*Testo della Commissione Emendamento*

a) la finalità prevista, ***la persona o le persone che sviluppano il*** sistema, ***la data*** e la versione del sistema;

1. la finalità prevista, ***il nome del fornitore*** e la versione del sistema, ***tenendo conto del suo rapporto con le versioni precedenti e, ove del caso, più recenti, nella successione delle revisioni***;

**Emendamento 742**

**Proposta di regolamento**

**Allegato IV – punto 1 – lettera a bis (nuova)**

*Testo della Commissione Emendamento*

a bis) la natura dei dati che possono o sono destinati a essere trattati dal sistema e, nel caso dei dati personali, le categorie di persone fisiche e di gruppi che possono o sono destinati a essere interessati;

**Emendamento 743 Proposta di regolamento**

**Allegato IV – punto 1– lettera b**

*Testo della Commissione Emendamento*

1. il modo in cui il sistema ***interagisce*** o può essere utilizzato per interagire con hardware o software che non fanno parte del sistema di IA stesso, ove applicabile;
2. il modo in cui il sistema ***può interagire*** o può essere utilizzato per interagire con hardware o software***, compresi altri sistemi di IA*** che non fanno parte del sistema di IA stesso, ove applicabile;

**Emendamento 744**

**Proposta di regolamento Allegato IV – punto 1– lettera c**

*Testo della Commissione Emendamento*

1. le versioni dei pertinenti software o firmware e qualsiasi requisito relativo all'aggiornamento della versione;
2. le versioni dei pertinenti software o firmware e***, ove applicabile, le informazioni per l'operatore o*** qualsiasi requisito relativo all'aggiornamento della

versione;

**Emendamento 745**

**Proposta di regolamento Allegato IV – punto 1– lettera d**

*Testo della Commissione Emendamento*

1. la descrizione ***di tutte le forme in cui il*** sistema di IA ***è immesso*** sul mercato o ***messo*** in servizio;

d) la descrizione ***delle diverse configurazioni e varianti del*** sistema di IA ***che si intende immettere*** sul mercato o ***mettere*** in servizio;

**Emendamento 746**

**Proposta di regolamento**

**Allegato IV – punto 1 – lettera f bis (nuova)**

*Testo della Commissione Emendamento*

f bis) la descrizione dell'interfaccia dell'operatore;

**Emendamento 747 Proposta di regolamento**

**Allegato IV – punto 1– lettera g**

*Testo della Commissione Emendamento*

g) le istruzioni per l'uso destinate ***all'utente*** e, ove applicabile, le istruzioni per l'installazione.

g) le istruzioni per l'uso destinate ***all'operatore a norma dell'articolo 13, paragrafi 2 e 3, e dell'articolo 14, paragrafo 4, lettera e)***, e, ove applicabile, le istruzioni per l'installazione.

**Emendamento 748**

**Proposta di regolamento**

**Allegato IV – punto 1 – lettera g bis (nuova)**

*Testo della Commissione Emendamento*

g bis) una descrizione dettagliata e facilmente intelligibile del principale

obiettivo o dei principali obiettivi di ottimizzazione del sistema;

**Emendamento 749**

**Proposta di regolamento**

**Allegato IV – punto 1 – lettera g ter (nuova)**

*Testo della Commissione Emendamento*

g ter) una descrizione dettagliata e facilmente intelligibile dell'output e della qualità di output previsti dal sistema;

**Emendamento 750 Proposta di regolamento**

**Allegato IV – punto 1 – lettera g quater (nuova)**

*Testo della Commissione Emendamento*

g quater) istruzioni dettagliate e facilmente intelligibili per l'interpretazione dell'output del sistema;

**Emendamento 751 Proposta di regolamento**

**Allegato IV – punto 1 – lettera g quinquies (nuova)**

*Testo della Commissione Emendamento*

g quinquies) esempi di scenari per i quali il sistema non dovrebbe essere utilizzato;

**Emendamento 752 Proposta di regolamento**

**Allegato IV – punto 2– lettera b**

*Testo della Commissione Emendamento*

b) ***le*** specifiche di progettazione ***del sistema***, ***vale a dire la*** logica ***generale*** del sistema di IA e ***degli algoritmi***; le

1. ***una descrizione dell'architettura, delle*** specifiche di progettazione***, degli algoritmi e delle strutture dati***, ***compresa***

principali scelte di progettazione, comprese le motivazioni e le ipotesi formulate, anche per quanto riguarda le persone o i gruppi di persone sui quali il sistema è destinato a essere utilizzato; le principali scelte di classificazione; gli aspetti che il sistema è progettato per ottimizzare e la pertinenza dei diversi parametri; le decisioni in merito a eventuali compromessi posti in essere con riguardo alle soluzioni tecniche adottate per soddisfare i requisiti di cui al titolo III, capo 2;

***una scomposizione dei suoi componenti e delle sue interfacce,*** del ***modo in cui si relazionano tra loro*** e ***di come provvedono all'elaborazione complessiva o alla*** logica del sistema di IA; le principali scelte di progettazione, comprese le motivazioni e le ipotesi formulate, anche per quanto riguarda le persone o i gruppi di persone sui quali il sistema è destinato a essere utilizzato; le principali scelte di classificazione; gli aspetti che il sistema è progettato per ottimizzare e la pertinenza dei diversi parametri; le decisioni in merito a eventuali compromessi posti in essere con riguardo alle soluzioni tecniche adottate per soddisfare i requisiti di cui al titolo III, capo 2;

**Emendamento 753**

**Proposta di regolamento Allegato IV – punto 2– lettera c**

*Testo della Commissione Emendamento*

1. ***la descrizione dell'architettura del sistema che spiega in che modo i componenti software si basano l'uno sull'altro o si alimentano reciprocamente e si integrano nel processo complessivo; le risorse computazionali utilizzate per sviluppare, addestrare, sottoporre a prova e convalidare il sistema di IA;***

c) ***soppresso***

**Emendamento 754**

**Proposta di regolamento Allegato IV – punto 2– lettera e**

*Testo della Commissione Emendamento*

e) la valutazione delle misure di sorveglianza umana necessarie in conformità dell'articolo 14, compresa una valutazione delle misure tecniche necessarie per facilitare l'interpretazione degli output dei sistemi di IA da parte degli ***utenti***, in conformità dell'articolo 13,

e) la valutazione delle misure di sorveglianza umana necessarie in conformità dell'articolo 14, compresa una valutazione delle misure tecniche necessarie per facilitare l'interpretazione degli output dei sistemi di IA da parte degli ***operatori***, in conformità dell'articolo 13,

paragrafo 3, lettera d); paragrafo 3, lettera d);

**Emendamento 755 Proposta di regolamento**

**Allegato IV – punto 2– lettera g**

*Testo della Commissione Emendamento*

g) le procedure di convalida e di prova utilizzate, comprese le informazioni sui dati di convalida e di prova utilizzati e sulle loro principali caratteristiche; le metriche utilizzate per misurare l'accuratezza, la robustezza***, la cibersicurezza*** e la conformità ad altri requisiti pertinenti di cui al titolo III, capo 2, nonché gli impatti potenzialmente discriminatori; i log delle prove e tutte le relazioni di prova corredate di data e firma delle persone responsabili, anche per quanto riguarda le modifiche predeterminate di cui alla lettera f).

g) le procedure di convalida e di prova utilizzate, comprese le informazioni sui dati di convalida e di prova utilizzati e sulle loro principali caratteristiche; le metriche utilizzate per misurare l'accuratezza, la robustezza e la conformità ad altri requisiti pertinenti di cui al titolo III, capo 2, nonché gli impatti potenzialmente discriminatori; i log delle prove e tutte le relazioni di prova corredate di data e firma delle persone responsabili, anche per quanto riguarda le modifiche predeterminate di cui alla lettera f).

**Emendamento 756**

**Proposta di regolamento**

**Allegato IV – punto 2 – lettera g bis (nuova)**

*Testo della Commissione Emendamento*

g bis) le misure di cibersicurezza poste in essere.

**Emendamento 757**

**Proposta di regolamento Allegato IV – punto 3**

*Testo della Commissione Emendamento*

3. Informazioni dettagliate sul monitoraggio, sul funzionamento e sul controllo del sistema di IA, in particolare per quanto riguarda: le sue capacità e limitazioni in termini di prestazioni, compresi i gradi di accuratezza relativi a

3. Informazioni dettagliate sul monitoraggio, sul funzionamento e sul controllo del sistema di IA, in particolare per quanto riguarda: le sue capacità e limitazioni in termini di prestazioni, compresi i gradi di accuratezza relativi a

determinate persone o determinati gruppi di persone sui quali il sistema è destinato a essere utilizzato e il livello di accuratezza complessivo atteso in relazione alla finalità prevista del sistema; i prevedibili risultati indesiderati e fonti di rischio per la salute, la sicurezza e i diritti fondamentali, nonché di rischio di discriminazione in considerazione della finalità prevista del sistema di IA; le misure di sorveglianza umana necessarie in conformità dell'articolo 14, comprese le misure tecniche poste in essere per facilitare l'interpretazione degli output dei sistemi di IA da parte degli ***utenti***; le specifiche relative ai dati di input, se del caso.

determinate persone o determinati gruppi di persone sui quali il sistema è destinato a essere utilizzato e il livello di accuratezza complessivo atteso in relazione alla finalità prevista del sistema; i prevedibili risultati indesiderati e fonti di rischio per la salute, la sicurezza e i diritti fondamentali, nonché di rischio di discriminazione in considerazione della finalità prevista del sistema di IA; le misure di sorveglianza umana necessarie in conformità dell'articolo 14, comprese le misure tecniche poste in essere per facilitare l'interpretazione degli output dei sistemi di IA da parte degli ***operatori***; le specifiche relative ai dati di input, se del caso.

**Emendamento 758**

**Proposta di regolamento Allegato IV – punto 3 bis (nuovo)**

*Testo della Commissione Emendamento*

3 bis. Una descrizione dell'adeguatezza delle metriche di prestazione per il sistema di IA specifico.

**Emendamento 759 Proposta di regolamento**

**Allegato IV – punto 3 ter (nuovo)**

*Testo della Commissione Emendamento*

1. ***ter. Informazioni sul consumo energetico del sistema di IA durante la fase di sviluppo e sul consumo energetico previsto durante l'uso, tenendo conto, se del caso, del pertinente diritto dell'Unione e nazionale;***

**Emendamento 760**

**Proposta di regolamento Allegato IV – punto 5**

*Testo della Commissione Emendamento*

5. Una descrizione di qualsiasi modifica apportata al sistema durante il suo ciclo di vita.

1. Una descrizione di qualsiasi modifica ***pertinente*** apportata ***dai fornitori*** al sistema durante il suo ciclo di vita.

**Emendamento 761**

**Proposta di regolamento Allegato IV – punto 6**

*Testo della Commissione Emendamento*

1. Un elenco delle norme armonizzate applicate integralmente o in parte i cui riferimenti sono stati pubblicati nella Gazzetta ufficiale dell'Unione europea; nei casi in cui tali norme armonizzate non sono state applicate, una descrizione dettagliata delle soluzioni adottate per soddisfare i requisiti di cui al titolo III, capo 2, compreso un elenco delle altre norme ***e*** specifiche ***tecniche*** pertinenti applicate.
2. Un elenco delle norme armonizzate applicate integralmente o in parte i cui riferimenti sono stati pubblicati nella Gazzetta ufficiale dell'Unione europea; nei casi in cui tali norme armonizzate non sono state applicate, una descrizione dettagliata delle soluzioni adottate per soddisfare i requisiti di cui al titolo III, capo 2, compreso un elenco delle altre norme ***o*** specifiche ***comuni*** pertinenti applicate.

**Emendamento 762**

**Proposta di regolamento Allegato IV – punto 4 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. se un sistema di IA comporta il trattamento di dati personali, una dichiarazione attestante che tale sistema di IA è conforme ai regolamenti (UE) 2016/679 e (UE) 2018/1725 e alla direttiva (UE) 2016/680.***

**Emendamento 763**

**Proposta di regolamento Allegato V – punto 7**

*Testo della Commissione Emendamento*

1. il luogo e la data di rilascio della 7. il luogo e la data di rilascio della

dichiarazione, il nome e la funzione della persona che firma la dichiarazione nonché un'indicazione della persona a nome e per conto della quale ha firmato, la firma.

dichiarazione, ***la firma,*** il nome e la funzione della persona che firma la dichiarazione nonché un'indicazione della persona a nome e per conto della quale ha firmato, la firma.

**Emendamento 764**

**Proposta di regolamento**

**Allegato VII – punto 4 – punto 4.5**

*Testo della Commissione Emendamento*

4.5. Ove necessario per valutare la conformità del sistema di IA ad alto rischio ai requisiti di cui al titolo III, capo 2, e su richiesta motivata, anche all'organismo notificato deve essere concesso l'accesso ***al codice sorgente*** del sistema di IA.

4.5. Ove necessario per valutare la conformità del sistema di IA ad alto rischio ai requisiti di cui al titolo III, capo 2, ***dopo che tutte le altre modalità ragionevoli per verificare la conformità sono state esaurite e si sono rivelate insufficienti,*** e su richiesta motivata, anche all'organismo notificato deve essere concesso l'accesso ***ai modelli di addestramento e addestrati*** del sistema di IA***, compresi i relativi parametri. Tale accesso è soggetto al vigente diritto dell'Unione in materia di protezione della proprietà intellettuale e dei segreti commerciali. Essi adottano misure tecniche e organizzative per garantire la protezione della proprietà intellettuale e dei segreti commerciali.***

**Emendamento 765**

**Proposta di regolamento**

**Allegato VIII – parte introduttiva**

*Testo della Commissione Emendamento*

Le seguenti informazioni devono essere fornite e successivamente aggiornate in relazione ai sistemi di IA ad alto rischio che devono essere registrati a norma dell'articolo 51:

***Sezione A -*** Le seguenti informazioni devono essere fornite e successivamente aggiornate in relazione ai sistemi di IA ad alto rischio che devono essere registrati a norma dell'articolo 51***, paragrafo 1***:

**Emendamento 766**

**Proposta di regolamento**

**Allegato VIII – punto 4 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. la denominazione commerciale del modello di base e qualsiasi ulteriore riferimento inequivocabile che ne consenta l'identificazione e la tracciabilità***

**Emendamento 767**

**Proposta di regolamento Allegato VIII – punto 5**

*Testo della Commissione Emendamento*

5. la descrizione della finalità prevista del sistema di IA;

5. ***Una*** descrizione ***semplice e comprensibile*** di ***quanto segue:***

1. ***la finalità prevista del sistema di IA;***
2. ***i componenti e le funzioni supportate dall'IA;***
3. ***una spiegazione a grandi linee della logica del sistema di IA***

**Emendamento 768**

**Proposta di regolamento**

**Allegato VIII – punto 5 bis (nuovo)**

*Testo della Commissione Emendamento*

1. ***bis. se del caso, le categorie e la natura dei dati presumibilmente o prevedibilmente trattati dal sistema di IA.***

**Emendamento 769**

**Proposta di regolamento Allegato VIII – punto 11**

*Testo della Commissione Emendamento*

1. ***le istruzioni per l'uso in formato elettronico; questa informazione non deve essere fornita per i sistemi di IA ad alto***

soppresso

rischio nei settori delle attività di contrasto e della gestione migrazione, dell'asilo e del controllo delle frontiere di cui all'allegato III, punti 1, 6 e 7;

**Emendamento 770 Proposta di regolamento**

**Allegato VIII – Sezione B (nuova)**

*Testo della Commissione Emendamento*

Sezione B - Le seguenti informazioni devono essere fornite e successivamente aggiornate in relazione ai sistemi di IA ad alto rischio da registrare a norma dell'articolo 51, paragrafo 1 bis, lettera a), e paragrafo 1 ter:

* 1. ***il nome, l'indirizzo e i dati di contatto dell'operatore;***
  2. ***il nome, l'indirizzo e i dati di contatto della persona che fornisce informazioni a nome dell'operatore;***
  3. ***la denominazione commerciale del sistema di IA ad alto rischio e qualsiasi ulteriore riferimento inequivocabile che consenta l'identificazione e la tracciabilità del sistema di IA utilizzato;***
  4. ***a) una descrizione semplice e comprensibile dell'uso previsto del sistema di IA, compresi gli esiti specifici perseguiti attraverso l'uso del sistema, l'ambito geografico e temporale dell'applicazione;***
  5. ***se del caso, le categorie e la natura dei dati trattati dal sistema di IA;***
  6. ***le modalità di sorveglianza umana e governance***
  7. ***se del caso, gli organismi o le persone fisiche responsabili delle decisioni adottate o sostenute dal sistema di IA;***
  8. ***una sintesi dei risultati della valutazione d'impatto sui diritti fondamentali effettuata a norma dell'articolo 29 bis;***
  9. ***l'URL dell'inserimento del sistema di IA nella banca dati dell'UE da parte del suo fornitore;***
  10. ***una sintesi della valutazione d'impatto sulla protezione dei dati effettuata ai sensi dell'articolo 35 del regolamento (UE) 2016/679 o dell'articolo 27 della direttiva (UE) 2016/680, come specificato all'articolo 29, paragrafo 6, del presente regolamento, ove applicabile;***

**Emendamento 771**

**Proposta di regolamento**

**Allegato VIII – Sezione C (nuova)**

*Testo della Commissione Emendamento*

Sezione C - Le seguenti informazioni devono essere fornite e successivamente aggiornate in relazione ai modelli di base da registrare a norma dell'articolo 28 ter, lettera e):

1. ***Il nome, l'indirizzo e i dati di contatto del fornitore;***
2. ***Se le informazioni sono trasmesse da un'altra persona per conto del fornitore: il nome, l'indirizzo e i dati di contatto di tale persona;***
3. ***Il nome, l'indirizzo e i dati di contatto del rappresentante autorizzato, ove applicabile;***
4. ***La denominazione commerciale e qualsiasi ulteriore riferimento inequivocabile che consenta l'identificazione del modello di base;***
5. ***La descrizione delle fonti di dati utilizzate nello sviluppo del modello di base;***
6. ***La descrizione delle capacità e dei limiti del modello di base, compresi i rischi ragionevolmente prevedibili e le misure adottate per attenuarli, nonché i restanti rischi non attenuati, con una spiegazione del motivo per cui non possono essere attenuati;***
7. ***La descrizione delle risorse di formazione utilizzate dal modello di fondazione, compresa la potenza di calcolo richiesta, il tempo di formazione e altre informazioni pertinenti relative alle dimensioni e alla potenza del modello 8. La descrizione delle prestazioni del modello, anche per quanto riguarda i parametri di riferimento pubblici o i parametri di riferimento aggiornati dell'industria;***
8. ***La descrizione dei risultati delle pertinenti prove interne ed esterne e dell'ottimizzazione del modello;***
9. ***Gli Stati membri in cui il modello di base è o è stato immesso sul mercato, messo in servizio o reso disponibile nell'Unione;***
10. ***L'URL per ulteriori informazioni (facoltativo).***