Downloaded 03/17/17 to 193.140.216.7. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/

GEOPHYSICS, VOL. 54, NO. 8 (AUGUST, 1989); P. 984-990, 13 FIGS., | TABLE.

Reference velocity model estimation from prestack waveforms:
Coherency optimization by simulated annealing

Evgeny Landa*, Wafik Beydount, and Albert Tarantola§

ABSTRACT

Coherency inversion, which consists of maximizing
a semblance function calculated from unstacked seis-
mic waveforms, has the potential of estimating reliable
velocity information without requiring traveltime pick-
ing on unstacked data.

In this work, coherency inversion is based on the
assumption that reflectors’ zero-offset times are
known and that the velocity in each layer may vary
laterally. The method uses a type of Monte Carlo
technique termed the generalized simulated annealing
method for updating the velocity field. At each Monte
Carlo step, time-to-depth conversion is performed.
Although this procedure is slow at convergence to the
global minimum, it is robust and does not depend on
the initial model or topography of the objective func-
tion. Applications to both synthetic and field data
demonstrate the efficiency of coherency inversion for
estimating both lateral velocity variations and inter-
face depth positions.

INTRODUCTION

Good knowledge of the velocity field is necessary for
obtaining accurate images of an earth model with migration
and linearized inversion techniques. This information can be
obtained by different kinematic methods, such as traveltime
tomography (Bishop et al., 1985; Chiu et al., 1986). The
combination of traveltime tomography and depth migration
has also been used to produce enhanced subsurface images
(Bording et al., 1987; Stork and Clayton, 1985, Stork, 1988).
However, in practice, traveltime tomography suffers from a
serious shortcoming: its strong requirement for accurate
prestack reflection traveltime picking. An interesting ap-
proach is described by van der Made (1988), in which

stacking velocities and zero-offset times are used to con-
struct a subsurface macro-model. This technique is based
essentially on a hyperbolic approximation to arrival times.

To overcome the need for accurate traveltime picking,
Landa et al. (1988) have proposed a coherency inversion
method which does not depend on prestack time picking and is
not based on curve fitting or hyperbolic approximations. The
method is formulated as an optimization algorithm producing a
velocity model which maximizes some measure of coherency
(semblance function). This measure is calculated on unstacked
trace gathers (common-shotpoint or common-midpoint) in a
time window along the traveltime curves computed by tracing
rays through the model. Positions of interfaces and interval
velocities within the layers are represented by spline functions
defined by their node points. Unknown parameters are values
at nodes of velocity and interface depth position. Semblance
optimization has an advantage over traveltime interpretation
for low signal-to-noise ratio data, when prestack traveltime
picking is an unreliable process.

In this paper, we consider the special case where zero-
offset traveltimes are known for principal reflectors (for
example, from poststack picking). This knowledge allows a
great simplification of the optimization process, because we
can alternatively update velocities (using the coherency
measure) and interface position (using zero-offset time infor-
mation) until the optimal solution is obtained.

Since velocity updating is a highly nonlinear process, it is
done by a sophisticated version of a Monte Carlo technique,
namely, generalized simulated annealing. The method is a
random walk that samples the objective function in the space
of independent variables. The advantage of this method is
the ability to migrate through a sequence of local extrema
and to recognize when the global extremum has been
reached. Simulating annealing was introduced by Kirk-
patrick et al. (1983) and was first used in geophysics by
Rothman (1985). A review of this method can be found in
Tarantola (1987).
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We discuss briefly the limitations of the proposed method
and demonstrate the application of velocity inversion to field
data.

PROCEDURE

Coherency inversion (Landa et al., 1988) can be described
as follows:

The real medium is modeled as a series of layers separated
by interfaces. Velocity within each layer can vary laterally.
Interfaces and velocities are represented by spline functions.
Unknown parameters in inversion are vertical node loca-
tions for interfaces (vector Z) and values of velocities at
nodes (vector V). The interpretive model is now character-
ized by the vector of parameters m = {V, Z}.

Inversion, performed iteratively layer after layer, consists
of finding a velocity-depth model which maximizes sem-
blance functional E(m) calculated for all prestack trace
gathers in a time window along traveltime trajectories gen-
erated by ray tracing. This optimization process can be
defined as the maximization of the function E(m) given by
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where U ; represents the seismic trace for the ith source and
Jjth receiver, 7 is the traveltime calculated by ray tracing
through the model, 3¢ is the sample interval, and K8t is the
time window for semblance calculation.

A possible difficulty in the practical application of coher-
ency inversion is the inclusion in the semblance of multiple
reflections and noise. To prevent this, coherency inversion
should be used interactively so that a skilled interpreter can
avoid including noisy data or multiples.

For traveltime calculation, we applied a ray-tracing algo-
rithm described in Haas et al. (1987) based on a ray-
continuation technique. The maximization of expression (1)
in order to obtain the best model m = {V, Z! could be
performed by using any optimization method. In fact, we
show below that the function £(m) has secondary maxima.
Here we choose to simplify the optimization process by
using, in addition to the prestack seismic records. the
complementary data set of zero-offset traveltimes T (x) for
selected reflectors; x represents horizontal position. T(x)
can be extracted or picked on stacked time sections. Con-
ventional processing, such as muting, filtering, static correc-
tions, deconvolution, multiple attenuation, etc., can be
applied to prestack seismic data.

Our idea is to use this time information for a rough
estimate of the interface depth position. while using the
prestack seismic data for estimating the velocity functions. It
turns out that the first subproblem is quite easy to solve
using gradient optimization methods, while the second sub-
problem is highly nonlinear and requires the use of a Monte
Carlo technique of global optimization. Depth conversion
and velocity inversion are obviously not completely inde-
pendent, however. The iterative use of these two processes
leads, in general, to efficient velocity estimation.

The optimization strategy we use is depicted in Figure 1.
Assume we have a velocity model V; at the very beginning, this
is simply a rough model, for instance, horizontal layers with
constant velocities. First, we convert the T,(x) information
into Z(x) information. This can be done using the well-known
ray migration algorithm, but we prefer to use the procedure
(Keydar et al., 1989) of minimizing the objective function

2

S@Z) =% {Tgb*(x,») - T§(x;, z)} : ()

i

Equation (2) means that, given a velocity model V, we can
compute a depth position model Z(V), using the complemen-
tary T ,(x) information. If Z is a function of V, the semblance
functional (1) depends only on the variable V and turns out to
be a highly nonlinear functional with secondary maxima.

One of the main advantages of separating structural and
velocity parameter estimations can be observed in the pres-
ence of complex structural elements, such as pinchouts or
faults. The location of such elements is estimated by T,
time-to-depth conversion [expression (2)] using constrained
optimization (Keydar et al., 1989). We can also use a depth
migration algorithm for an imaging step (Stork and Clayton,
1985; Bording et al., 1987). In this case, interface depth
positions (including pinchouts and faults) are picked directly
from the depth section by the interpreter.

The key question in realizing the strategy described above
is ““How do we update velocity vector V in order to reach the
global maximum of the objective function E?"’ To answer
this question, we calculated expression (1) for a simple
model with one layer and a velocity function described by a
spline with only two nodes. Figure 2 shows a contoured map
for the velocities at the two nodes corresponding to ten
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Fic. 1. Block scheme of reference model definition.



Downloaded 03/17/17 to 193.140.216.7. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/

986 Velocity Estimation

common-midpoint (CMP) gathers. The true values of veloc-
ity at the nodes are 3000 m/s and 3200 m/s. Note that even in
this very simple case the objective function has a ‘‘valley”
structure and (what is more important) is multimodal. These
circumstances make it practically impossible to use most
algorithms of nonlinear programming for maximizing the
coherency function (1).

In this case, the most appropriate solution is obtained
using Monte Carlo-type techniques. We use the simulated
annealing method as described by Rothman (1985). Simu-
lated annealing is a convenient way to find a global extre-
mum of a function that has several local extrema and may
not be smooth. Simulated annealing is a type of Monte Carlo
(or random search) technique that simulates the process by
which a crystal is grown from a melt. The crystallization
process is analogous to optimization in that both processes
tend from a disordered to an ordered system. The probability
distribution used in simulated annealing is the damped
exponential function used in statistical mechanics. The
method is implemented in the following manner. Starting
with initial values of unknown variables, the corresponding
initial value of the objective function E, is calculated. Then
a random point is chosen on the surface of the n-dimensional
hypersphere, where n is the dimension of the problem. A
procedure for obtaining a random direction is to choose n
random numbers from the uniform distribution and convert
them into direction cosines. In this direction a step of size s
is taken. The new value of the objective function E, is
calculated. The step is accepted with probability p given by

p=1 if AE=E; —Ey=0

p = exp (BAE) if AE <0,

where B is a positive parameter. This means that the steps
when E, > E, are accepted unconditionally (‘‘standard”
Monte Carlo method). Unsuccessful steps (E, < E;) are

VELOCITY (M/S)

2400 E‘EEB 23'96 BBPB 3Epﬁ 34‘03
t Tt et
¥ f \]- \'\ [N
I ' \
|
\

|

|

\
I 1
L }

34008 1
3200+

3080 +

VELOCITY (M/S)

28001
N

2600 1+

2480

Fic. 2. Contours of the objective function (1) for the veloc-
ities of the two nodes.

accepted according to the following additional experiment; A
random number p is generated from the uniform distribution on
(0, 1) and is compared to the value exp(BAE). If
p < exp (BAE), then the step is accepted; otherwise it is
rejected. The probability of accepting an unsuccessful step is
always greater than zero, so the path may walk out of local
minima. The number of steps required for that depends on the
value of B. This parameter must be adjusted for each particular
objective function and is obtained after some experimentation
(Rothman, 1985). (In the physics of annealing, § = 1/kT where
k = Boltzmann’s constant and T = temperature.)

For practical reasons, we use the generalized simulated
annealing method (Bohachevsky et al., 1986). In this
method, the probability of accepting a detrimental step tends
to zero as a random walk approaches the global extremum.
Let us assume that E,, is a known value of the objective
function at the global maximum. The required behavior
of the probability is easily accomplished by setting p =
exp [B(E..x — E)AE], for AE < 0, where q is an arbitrary
negative number; for g = 0, we have the standard simulated
annealing method. We can summarize the generalized sim-
ulated annealing method in the following manner:

Assume E(m) is the function to be maximized.

(1) Let m, be an arbitrary starting point.

(2) Set E, = E(m,). If IE, — E, | < g, stop.

(3) Determine random direction r.

4) Set m; = m, + dm - r, where 8m is a step.

(5) Calculate E, = E(m,). If E, > E,, setmy, = m,
andE, =E,.IfIE, — E_,,!| <&, stop. Otherwise, go
to step (3).

6 If E, < Eg, set p = exp [B(Eax — E)AE]
Generate a uniform (0-1) variable p. If p > p, go to step
(3).Ifp<p,setmy =m,, E, = E,, and go to step (3).

In practice, the random walk is terminated when an
arbitrary number of trials (20-50) fails to produce an accept-
able point.

EXAMPLES
Synthetic example I

We applied our inversion technique to the three-layered
model shown in Figure 3. Interval velocities in the first two
layers are constant and equal to 1500 m/s and 2000 m/s,
respectively. Lateral changes of velocity in the third layer
are described by a spline function with six nodes at horizon-
tal locations: 2000, 3000, 4000, 5000, 6000, and 7000 m; the
exact values of velocity are 3000, 3500, 3000, 3500, 3000, and
3500 m/s, respectively (dashed line in Figure 3). For this
model, we generated 21 CMP gathers by putting the Ricker
wavelet of unit amplitude at the positions corresponding to
the reflection traveltimes calculated using the ray-tracing
program and adding random noise. The first CMP is located
at 2000 m and the last at 7000 m. Each gather comprises 24
traces with a trace interval of 100 m and a minimum offset of
0 m. Our targets in this example were velocity values and
reflector positions at the node points for the third layer.
Input data consisted of CMP gathers and correct zero-offset
times. To this data set we applied our optimization scheme
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Fic. 3. (a) Exact model for synthetic example 1. (b) The
exact (dashed line) and initial (solid line) velocity for the
bottom layer.
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Fig. 4. Convergence of the inversion process by the gener-
alized simulated annealing method (true velocity is shown as
dashed lines), for synthetic example 1.

with the initial velocity model shown in Figure 3 (solid line).
After several trials, the following parameters were chosen
for the simulated annealing method: step s = 200 m/s, g =
-2, and B = 7. Figure 4 illustrates convergence of the
inversion process after 20, 60, 80, 110, 150, and 170 itera-
tions. We terminated the process when the semblance ex-
ceeded the threshold value of 0.65. The final velocity func-
tion is very close to the true one (dashed line in Figure 4).
Each iteration in this case consists of about 2-5 normal-
incidence ray-tracing steps and one CMP ray-tracing step.
To illustrate the efficiency of the generalized simulated
annealing optimization method, we performed the same
inversion example using the standard Monte Carlo for max-
imizing the coherency functional. In ‘‘standard Monte Carlo
method,”” we just set to zero the probability of acceptance of
unsuccessful steps. We terminated the process after 260
iterations and the results are shown in Figure 5. Figure 6
illustrates the comparison of these two methods. After about
80 iterations there is no change in the velocity function,
which indicates the existence of a local minimum and the
inability of the standard Monte Carlo method to escape from
it. Of course, for a large enough step s, it could escape from
local minima; but then the number of iterations would
increase significantly.

Synthetic example II

The exact velocity-depth model for this example is shown in
Figure 7 (dashed line). As in the previous example, the first two
layers are homogeneous and the lateral variation in the third
layer is defined by a spline function with five nodes. For this
model, 40 common-shot gathers were computed using the
elastic paraxial ray method (Beydoun and Keho, 1987). Each
shot gather comprises 12 traces with 150 m spacing. We sorted
these data into 21 CMP gathers with six traces in each. The first
CMP is located at 2000 m and the last CMP is at 7000 m. The
distance between traces in the CMP gathers is 300 m, the
minimum offset being 0 m. We added a small amount of
random noise to this data set. Zero-offset traveltimes for the
third reflector taken from the forward modeling program output
were also used as input for the inversion. The initial velocity
model for the third layer was obtained by coherency inversion
assuming a constant-velocity model and was equal to 2900 m/s,
representing the average velocity in the layer (solid line in
Figure 7). To estimate the lateral variations of the velocity
function, the inversion scheme was applied to the data set,
where the parameters for generalized simulated annealing were
taken as in the previous example. The process was automati-
cally terminated after 150 iterations due to inability to find a
new acceptable point during the last 40 iterations. The resulting
velocity-depth model is shown in Figure 8. Our final result
describes satisfactorily the behavior of the velocity at almost all
points except at the left and right boundaries of the model.
Differences between true velocity (dotted line in Figure 8) and
the result of inversion (solid line in the figure) at the left part of
the model can be explained by edge effects, since we do not
have sufficient data to correct velocity estimates. To under-
stand the nature of differences in the right part of the model,
Figure 9 displays a CMP gather located in this area. The
traveltime curve and the time window used for the semblance
computation for the last iteration are shown by the thick line.
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FiG6. 5. Inversion of synthetic example I using a Monte
Carlo method. The velocity does not change after 80 itera-
tions (true velocity is shown as dashed lines).
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Fi6. 6. Comparison for synthetic example I between the
convergences of the generalized simulated annealing method
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Fic. 7. Velocity-depth model for synthetic example II.
(a) Actual model, (b) exact (dashed) velocity in the third
layer. The solid line is a constant-velocity inversion for
layer 3.
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Fic. 8. Final velocity-depth model for synthetic example 11
after 150 iterations. Same convention as in Figure 7.
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We can see that (1) there is interference between events on the
last traces of this gather and that (2) there is a phase change of
the reflected wave from the third interface (P,) at the last two
traces, due to the supercritical angles of reflection. These two
effects lead to incorrect velocity estimation for the fifth node
point of the spline function. For this case, we calculated error
values in velocity estimates at each of the five node points
using the response surface technique of Bard (1974). This
technique consists of estimating the diagonal elements of the
objective function’s Hessian matrix. Results are presented in
Table 1. The velocity estimation error for the point with
x-coordinate 6500 m is about three times larger than for other
points.

A more appropriate way of handling the amplitude

Table 1. Results of inversion and error estimates for the third
layer of synthetic example II.

E=10.58

X coordinate Velocity Errors
(m) (m/s) (m/s)
2000 2761 129
2500 3333 133
3500 2980 99
4500 2657 140
5500 3100 123
6500 2808 464
7500 2905 117

DISTANCES (M)
2000 3000 4000 5000 8000 7000 8000 9000 10000
' . L —s i - T i

Fi6. 10. Stacked time section for real data example.

TIME (5)

changes would be to consider an objective function evalu-
ated from differences between observed and calculated
amplitudes. Seismograms, or preferably envelopes, would
then be calculated and compared to data, leading to an
objective function of the type used by Tarantola (1987).

Field data example

Following the successful experiments on synthetic data,
we applied 2-D velocity inversion to real data. The stacked
section of a land seismic line is shown in Figure 10. Five
reflection events were picked by interpreting this section and
using a priori geologic information. At the right side of the
section, events have zero-offset times of about 0.75, 1.3, 1.8,
2.3, and 2.5 s, respectively. Our target in this example was
estimation of lateral velocity variations within layers 3, 4,
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Fig. 11. Five CMP gathers for real data example.
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and 5. The input data consist of 25 CMP gathers, located
between 2000 and 10 000 m, picked zero-offset times, and
the initial model. Five CMP gathers are shown in Figure 11.
For inversion, from each gather we used 15 traces with 150
m spacing and minimum offset equal to 250 m. The first two
layers were assumed to be known from conventional proc-
essing and did not participate in the inversion. The initial
model for the third, fourth, and fifth layers was chosen to be
stratified with constant velocities equal to 3700 m/s, 3100
m/s, and 3800 m/s, respectively. Inversion was performed
layer after layer. Unknown parameters (spline node points)
for velocities were chosen: five for the third layer and four
for the fourth and fifth layers. Nodes for the depth function
were taken every 2000 m. The final velocity-depth model is
shown in Figure 12. Velocity variations for the fifth layer are
very small and are not shown in the figure. Figure 13
illustrates two time windows on the CMP gather at 9800 m
used for coherency calculation for the fourth and fifth
reflectors at the last iteration. The calculated traveltime
curves clearly follow very good reflection events.
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FiG. 12. Final velocity-depth model for real data example.

TRACE NUMBER

Fic. 13. CMP gather at 9800 m for real data example. Two
time windows for the semblance computation including the
reflections from the fourth and fifth interfaces are shown in
thick lines.

CONCLUSIONS

A method of 2-D velocity inversion or reference-model
estimation by coherency optimization has been presented. It is
based on separating structural and velocity parameter estima-
tion. A generalized simulated annealing method is used to
maximize the semblance function. Although generalized simu-
lated annealing slowly converges to the global optimum, it is
practically independent of the initial model. The inversion was
successfully applied to synthetic and real data.

A natural extension of this technique would be to take
waveforms or, possibly, their envelopes into account. Cal-
culation of amplitudes will then be necessary, leading to a
seismogram misfit objective function of the type used by
Tarantola (1987).
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