论文草稿

概述：

随着网络技术的发展以及社交软件普及，人们越来越厌烦单一和同质化，希望能够展示出不同的自我。通常通过在社交软件上发布自己的日常照片来展示自己的与众不同，而如何才能在照片中展示出不一样的自我和风格，图片风格迁移技术给出了一个答案。图片风格迁移指的是将原本的图片以其他的风格展示出来例如历史上不同的油画大师们的风格，使得图片风格有了许多种可能。最初的Gatys等人的实验结果表明CNN（卷积神经网络）可以从任何照片中提取内容信息，使得基于CNN的NST（神经样式转换）得到迅速发展。本文主要探讨利用直接为预训练的CNN中的单个层构造目标活动的方法将内容结构和样式纹理结合在一起，该方法不仅限于经过专门培训的样式，还可以轻松适应任意内容和样式图像。同时将探讨该算法发改进方案，致力于得到更完美在视觉上更易接受的合理图案
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简介

艺术风格的概念很难进行量化，早期的研究人员使用相识性进行度量或者基于像素值的局部统计来定义样式。在神经网络之前，图像风格迁移的程序有一个共同的思路：分析某一风格的图像，给该风格建立一个数学或统计模型，再改变要做迁移的图像让它能更好的符合建立的模型。该方法做出的效果具有一定视觉上的美观和的结果，但一个很大的缺点：一个程序基本只能做某一种风格或者某一个场景。因此基于传统风格迁移研究的实际应用非常有限。

直到Gatys的论文[1]改变这种现状，它给了一种用深度学习来给纹理建模的方法，把两个不同领域的研究成果有机的结合起来，做出了令人惊艳的结果，也使得图片风格迁移这一领域得到了革命性的发展。当前的NST方法大致可分为两类[2]。一类是Gatys等利用CNN特征激活来重组给定图片的内容以及样式的方法，该方法说明图像样式和内容在某种程度上是可分离的，可任意组合图像的内容及样式，但它依赖于过慢的迭代图像优化过程，使其计算量十分庞大。另一类是Johnson和Ulyanov[3，4]等人提出的一种使用多尺度体系结构作为生成器网络，目标函数类似于Gatys等人的算法，该算法通过MOB-IR来重建风格化图像，以解决速度和计算成本问题。

针对以往方法的耗时过长问题，一种典型的加速解决方案是再训练一个神经网络，该神经网络在单次前馈传递中传递近似优化的最优值[5，6]网络无法推广其训练好的图像集，因此使用该方法的现有作品无法对任何给定样式图像执行样式转换的多功能性，这种限制使得应用程序的发展受到了极大的阻碍。本文通过重新定义优化目标，使用基于局部匹配的简单优化目标进行改进，该目标只使用CNN中的一层进行计算，该限制使得我们可以使用逆网络进行确定性的反转来自样式化层的激活，以生成样式化图像。该方法使用基于补丁的操作使用2D卷积提取补丁，通过argmax函数通道进行计算最佳匹配样式补丁，再利用2D转置卷积将最佳匹配样式补丁放置在相应的空间位置来重建完整的激活图片。

相关工作

针对样式转移的问题，早期的方法包括对线性滤波器响应进行直方图匹配[7]和非参数采样[8]，这些方法通常依赖于低级统计信息，且通常无法获得语义结构。Gatys等首次通过在CNN卷积层中匹配特征统计信息，得到相对更完美的样式转换结果。他们[1]将样式转换描述为纹理合成和内容重建两者结合在一起的优化问题，公式涉及到将附加损失函数置于预先训练的CNN的多层上，其中一些损失函数用于合成样式图像的纹理，另外一些损失函数用于重新构建内容图像。通过反向传播计算梯度，并基于梯度的优化来构建风格化图像。

另一种方法是在内容和样式图像之间使用基于补丁的相似度匹配[9]。其中Li和Wand 构建了基于补丁的损耗函数，其中每个合成补丁都具有必须匹配的最近邻居目标补丁。然后，将这种补丁匹配损失函数与Gatys等人提出的公式相加。虽然这种方法允许使用任意样式的图像，但是这种方法使用的优化框架使其生成样式化图像的速度变的相对缓慢。正如上文所说，前馈样式网络可以训练一个神经网络，该网络近似于Gatys等人针对一种或多种固定样式的损失函数的最优值。 相比于之前的方法，该方法能够获得更快的速度，但是对于每种新样式，都需要对这些方法进行重新训练 。

预训练卷积神经网络中的逆网络常被用于作为自动编码器的一部分。几乎所有现有的逆网络都要经过图像数据集和放置在RGB空间中的损失函数的训练。由于逆网络【】

不同于现有的样式转换方法，本文所研究的方法是一种直接为预训练的CNN中的单个层进行构造目标活动的方法。其中该方法有三处较大改进：

1. 该方法利用准则在激活空间中找到最佳匹配的补丁，与Li和Wand [10]提出的方法不一样的是该方法能够直接构建整个激活目标；
2. 该方法提出了一种通过反转预训练的CNN来进行前馈样式转换的程序，相比于前馈样式对于每一种新样式都要重新训练的不足，该方法不仅限于经过专门培训的样式，还可以轻松适应任意内容和样式图像；
3. 该训练方法不使用像素级损失而是使用激活损失，与现有的CNN反转方法不同，该方法通过使用特定的训练设置，该反向网络甚至能够反转超出CNN激活范围的激活。

下文中实验原理一章将会具体讲解该方法的原理和实现，实验过程主要说明代码和运行过程，实验结论一章将会和其他以往方法进行横向对比试图寻找该方法的优缺点。

实验原理及改进

目前的样式转换方法大致分为两类要么是通过迭代优化图像来传递样式，或是优化生成模型并通过单次向前生成样式化图像。本文主要讨论的方法是第二类，即利用优化生成模型的方法通过基于补丁的操作，在给定样式图像和内容图像的情况下在单层中构造激活目标，用样式图像逐个补丁替换内容图像。

实验原理：

令C和S分别代表内容图像和样式图像的RGB表示，令Φ（）表示预训练CNN的完全卷积部分所表示的函数，该函数用于将图像从RGB映射到中间激活空间。样式转换过程中首先计算出激活量Φ（C）和Φ（S），然后通过公式得到最佳匹配的样式补丁φss（C，S），之后利用最佳匹配样式补丁对图像进行激活。具体样式交换过程如下：

1.为内容和样式激活提取一组补丁，分别用φi(C) i∈nc和φj(S) j∈ns表示，其中nc和ns是从内容和样式图像中所提取补丁的数量。提取的补丁应具有足够的数量使得其可以有足够的重叠部分，并且包含激活的所有通道。  
  
2.对于每个内容激活补丁，根据归一化互相关系数确定其最佳匹配的样式补丁，  
3.用上一步中最匹配的样式补丁φss（C，S）交换每个内容激活补丁φi（C）。  
4.由于步骤3可能会产生具有不同值的重叠区域，所以应当对不同值的重叠区域进行平均计算以重建完整的内容激活补丁，用Φss（C，S）表示。  
该交换操作所形成的图像具有内容图像相同的结构，同时该图像具有从样式图像所得到的纹理特征

具体实现方案：

整个图像样式交换操作可以分为具有三个不同操作功能的网络来一一实现：（i）2D卷积层，（ii）通道argmax，（iii）2D转置的卷积层。这样的分配使得样式交换的实现可以利用现有的2D卷积和转置卷积的现有有效实现。  
实验中为了表达简便，对内容激活补丁进行重新定义表达以明确表示空间结构。其中，

1. 将d作为Φ(C)的功能通道数
2. 令φa，b(C)表示面片Φ(C)
3. a表示为a + s，b表示为b + s，1 ：d其中s是补丁大小。

其中由于内容激活补丁的标准化项对于argmax操作是恒定的，因此（1）可以重新表达为

缺少内容激活的规范化  
补丁的方法简化了计算并且可以使用2D卷积层。因此可以通过以下三个步骤进行规范化的实现，原理如图2所示：  
  
①：通过使用归一化样式激活补丁φj（S）/φj（S）作为卷积滤波器以及激活量Φ（C）作为输入，并通过单个2D卷积来计算张量K。计算出的张量K具有nc个空间位置和ns个特征通道。在每个空间位置Kab是内容激活补丁和所有样式激活补丁之间的互相关向量。  
  
②：在使用2D转置卷积计算之前，需要重新将每个互相关向量Kab放置在和最佳匹配样式激活补丁φss（C，S）相对应的一个热点向量上。  
  
③：使用2D转置卷积，其中张量K作为输入，非标准化样式激活补丁φj（S）作为滤波器。在每个空间位置，只有最佳匹配样式的激活补丁会输出，其他补丁会通过乘以零进行清理。  
  
其中，转置的卷积将会汇总重叠的补丁块的值。在输出的每个空间位置上按重叠块的数量进行逐个元素的数学期望计算以此来对这些重叠补丁求平均值。因此，对于（3）中的argmax不一定只用唯一的某个解决方案，因为可以将多个argmax解决方案简单地解释为添加更多重叠的补丁。

优化：

可以通过在目标激活Φss（C，S）的激活空间上放置损失函数来计算风格化图像的像素表示。 与以前的样式转换工作[11，21]相似，使用平方误差损失并将优化目标定义为  
  
这里我们说合成图像的维数是h乘w乘d，F是Frobenius范数，而ATV（）是广泛用于图像生成方法的总变化正则化项[1，17，26]。 由于Φ（）包含对图像进行下采样的多个最大池化操作，因此我们先将此正则化作为自然图像使用，从而获得对重新上采样的图像进行空间平滑处理的结果。 总变化正则化如下：  
  
由于函数Φ（）是预训练的CNN的一部分，并且至少是一次可微分解的，因此可以使用基于标准基于梯度的优化方法来计算（4）。

不幸的是，在诸如视频样式化之类的应用中，解决用于计算风格化图像的优化问题的成本可能太高。我们可以通过使用另一个神经网络逼近最佳值来提高优化速度。一旦经过培训，该网络便可以用于更快地生成风格化图像，并且我们将特别培训该网络以使其具有使用新内容和新样式图像的多功能性。  
我们的逆网络的主要目的是针对任何目标激活近似逼近（4）中的损失函数。因此，我们将最佳逆函数定义为：  
  
其中f代表确定性函数，H是代表目标激活的随机变量。与（4）相似，总变化正则项被添加为自然图像。  
  
由于预训练的卷积神经网络的特性，出现了几个问题。  
非内射。定义Φ（）的CNN包含卷积层，最大池层和ReLU层。这些函数是多对一的，因此没有明确定义的逆函数。类似于使用逆网络[4、25、36]的现有作品，我们改为通过参数神经网络训练逆关系的近似值。  
  
其中θ表示神经网络f的参数，而  
Hi是大小为n的数据集中的激活特征。由于不需要知道（4）的最佳值，因此该目标功能导致对神经网络的无监督训练。我们将对逆网络架构的描述放在附录中。  
  
非排斥的。由于插值，样式交换操作产生的目标激活可能超出Φ（·）的范围。这意味着，如果仅使用实像训练逆网络，则逆网络可能仅能够反转Φ（）范围内的激活。由于我们希望逆网络反转样式交换的激活，因此我们增加了训练集以包括这些激活。更准确地说，给定一组训练图像（及其相应的激活），我们使用基于图像对的样式交换激活来扩展此训练集。  
  
一旦经过训练，逆网络就可以用来代替优化程序。因此，我们建议的前馈过程包括以下步骤：  
1.计算Φ（C）和Φ（S）。  
2.通过样式交换获得Φss（C，S）。  
3.将Φss（C，S）馈入经过训练的逆网络。  
该过程如图4所示。如3.2节所述，样式交换可以实现为（不可微分）卷积神经网络。这样，整个前馈过程可以看作是具有单独训练部分的神经网络。与现有的前馈方法相比[6、17、33、34]，我们的前馈程序的最大优势在于能够仅使用一个经过训练的逆网络使用新型图像。
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