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程序详见

# 1.

**试说明：病态线性回归问题中，显著性检验是否需要？如果需要，是在自变量降维去线性之前，还是之后，还是前后都检验？给出理由。**

**答：**

病态线性回归问题**需要**进行显著性检验。并且应该是在自变量降维去线性**之后**。

**理由：**

（1）**需要进行检验的理由：**病态线性回归可以理解成两个步骤——特征提取和线性回归。显著性检验是在正态分布误差假设下对多元线性回归系数置信度的检验，由于病态线性回归本质上需要借助一般线性回归，因此有必要在最后进行显著性检验，验证模型的有效性。

（2）**降维之后检验的理由：**由于降维之前，特征之间可能线性相关，例如对于回归方程

如果和线性相关（简化为），那么方程退化为

从而，仅仅能够识别，单个和是不能被识别的（即回归得到的结果非常不稳定），因此单独对和进行显著性检验是没有意义的。

综上，只有通过降维，去除变量之间的线性相关情况后，才能确保回归系数的稳定，从而进行显著性检验。

# 2.

**在前一次作业的基础上，使用或者编程实现多元线性回归。**

**要求：**

**（1）实现函数；**

**（2）输入为列向量因变量，自变量矩阵；显著性水平；**

**（3）能够自适应地进行多元、病态回归（特征值阈值自定）；**

**（4）打印出显著性检验结果、回归直线方程和置信区间；**

**（5）完成作业报告，显著性水平取。**

解：

|  |
| --- |
| **实现功能** |
| （1）能够根据特征值阈值（默认为）进行病态回归；  （2）能够选择是否设置常数项（默认为）；  （3）能够根据显著性水平（默认为）进行假设检验；  （4）能够输出回归方程以及置信区间等。 |

### （1）算法流程

|  |
| --- |
| **输入：**有待进行病态回归的数据。 |
| （1）输入数据，并进行归一化处理，同时保存均值和标准差信息。  （2）计算样本特征的协方差矩阵，并利用特征分解对特征值排序，根据阈值选取变换矩阵，使得  （3）计算之间的多元线性回归系数，其中矩阵中的样本呈行向量排列。  （4）计算F值，进行显著性检验，若则满足线性性。  （5）根据之前保存的均值和标准差，恢复原始的系数。 |
| **输出：**病态回归的系数。 |

### （2）病态检验部分

设置病态问题的特征值阈值为，通过矩阵特征分解，计算得到原始数据的特征值为

根据筛选策略，程序会去除对应的特征，将原来的4维特征降低为3维。

### （3）多元回归部分

通过中的变换矩阵，将原始的特征变换为

下面计算的线性回归系数，计算公式为

### （4）假设检验部分

对中计算的回归系数进行显著性检验

由于服从分布，所以通过查表

因此，在显著性水平前提下，可以认为存在线性性。

### （5）实验结果

将上述所有结果整理如下：

|  |  |
| --- | --- |
| 项目 | 结果 |
| 显著性水平 |  |
| 显著性检验 |  |
| 计算 |  |
| 显著性检验 | 存在线性 |
| 病态特征值阈值 |  |
| 降维维度 |  |
| 回归直线 |  |
| 置信区间 |  |

其中，实际结果和预测结果如下

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 编号 |  |  |  |  |  |  |
| 预测值 |  |  |  |  |  |  |
| 真实值 |  |  |  |  |  |  |
| 编号 |  |  |  |  |  |  |
| 预测值 |  |  |  |  |  |  |
| 真实值 |  |  |  |  |  |  |

可以看到，预测结果和真实结果在置信区间内基本一致。