형태소 분석을 하면

먹었겠더라… 형태소 간의 의미없는 관계 분석이 됨

한국어는 임베딩과 관련된 다른 이슈가 있음

Word2vec의 기본 아이디어는 skip-gram(중심단어로 주변단어 예측) / cbow

Word2vec은 토큰 단위

Fasttext는 서브워드 단위로 분절함

대부분 영어에서 glove를 많이 씀

2. 사전학습된 워드 임베딩을 가져옴