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# Abstract

Sorting algorithms are widely used in new word discovery, term extraction, meaningful string detection and other fields. String sorting has become a key technology that affects the speed of repetition pattern extraction in large scale corpora.

In this paper, we will study several types of radix sort algorithms, which include MSD Radix Sort, MSD Exchange Radix Sort, LSD Radix Sort, and In-place MSD Radix Sort. The last radix sort algorithm would be an improvement for the space complexity for the MSD radix sort.

And finally give conclusions and the direction of further study.
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# Introduction

String sorting is an important basic technology in natural language processing, and the sorting speed has a great influence on correlation processing. In general, sorting algorithms can be divided into two categories: comparison-based and non-comparison-based. Quicksort is a good example for the comparison-based sorting algorithm, which has a O(n log n) time complexity in the average case. But radix sort, which we will talk about in this paper is a representative of non-comparison-based sorting algorithm.

Radix sort algorithms have been divided into two major types: MSD (most significant digit) and LSD (least significant digit). LSD and MSD are both string array sorting algorithms, based on the so-called key indexed counting rather than on comparisons. Therefore, LSD and MSD have a different running time versus traditional quick sort or merge sort.

# Discussions

* 1. **MSD Radix Sort**

MSD radix sort also known as most significant digit radix sort. It starts sorting from the beginning of strings. The idea is to perform the following steps for each digit in an array. First, storing elements in different buckets according to their ith digit. Then, recursively sort each bucket that has more than one element. The best-case time complexity is O(N) and the Worst-Case time complexity is O(n\*m) where m is the average length of strings. As for the space complexity, it has O(n+ m\*B), where m is length of the longest string and B is the size of radix. MSD needs only to scan distinguishing prefixes, while all digits are scanned in LSD.

**1.2 LSD Radix Sort**

LSD Radix sorting is stable, and is different from MSD Radix sorting, because the relative order is retained after each sorting iteration. It is a branch-free algorithm. When handle with relatively short, fixed length keys, LSD radix sort algorithm has a better performance than MSD radix sort algorithm. Therefore, it’s nice to use LSD radix sort algorithm when sort key-value pairs where the key is an integer or a string, and you want to keep the original relative sequence. The time complexity is O(mn), and the space complexity is O(n + r), where r is the number of digits that represent a single position in a number.

**1.3 MSD Radix Exchange Sort**

Radix Exchange sort was first suggested for binary-alphabet but can be used with strings if bit-extraction and testing are done as low-level machine operations. The basic idea of radix exchange sort is to split in-place the data into two groups based on the most significant bit. To quote: ‘This is done using two oppositely moving pointers; the left (right) pointer skips elements having 0-bit (1-bit); otherwise, it exchanges the elements pointed to by left and right pointers. Then the process is applied recursively to each group considering the next bit’ [2].

* 1. **In-place MSD Radix Sort**

Typically, the MSD radix sort need a O(N+WR) space, where N is the length of array, and W is the length of string, and R is the size of radix. But with an improvement by using in-place partitioning, the space could be improved to O(k) and has O(kN) worst-case order of running time, where k is the number of bits needed to encode an element and N is the number of elements to be sorted. There are three partitioning methods to implement the in-place radix sort: divide-and-conquer, permutation loop, and sequential. With the experiments in the previous articles, we can put forward a conclusion that the general radix sort using divide-and-conquer partitioning has the best performance when sorting strings.
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