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Memory for Mobile Devices-Based
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Abstract—The ever-growing popularity of mobile devices
equipped with accelerometers has provided the opportunity to
capture the semantic aspects of human activity and improve
user experiences with behavior-based recommendations. These
functions depend heavily on the accuracy of human activ-
ity recognition, and thus real applications that use mobile
devices-based human activity recognition systems (MARSs) need
to seamlessly incorporate the information carried by newly
labeled training samples. Motivated by the success of the
weightlessness feature, we propose a new two-directional fea-
ture for bidirectional long short-term memory (BLSTM) for
incremental learning in human activity recognition. To fur-
ther improve the performance, we also present a new ensemble
classifier termed multicolumn BLSTM (MBLSTM), which effec-
tively combines different acceleration signal features to further
improve activity recognition accuracy. Experiments on the nat-
uralistic mobile devices-based human activity dataset suggest
that MBLSTM is superior to other state-of-the-art MARS
methods.

Index Terms—Accelerometers, bidirectional long short-term
memory (BLSTM), human activity recognition, mobile service.

I. INTRODUCTION

THE widespread adoption of mobile devices equipped with
accelerometers has raised the possibility of capturing the

semantics of human activity. As a result, mobile device-based
human activity recognition systems (MARSs) have received
increasing attention over recent years in the field of Internet
of Things, including social life networks [18], [19], [44],
wearables [6], [8], [37], [45], health care [1], [22], [32], and
so on [23], [25], [31], [46], [48].

A critical challenge facing MARS is that real-world
applications need to be seamlessly updated with infor-
mation carried by newly labeled training samples. Two
incremental learning [45] scenarios need to be considered
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in practice: first, that newly acquired samples are obtained
from a person that has not previously been learned by MARS
and second, the newly acquired samples are obtained from
a person that has already been learned by MARS. In addition,
and similar to other pattern recognition tasks, feature descrip-
tors are important for MARS. Recently, diversified extraction
methods have been proposed to improve activity classification
accuracy. These have one characteristic in common, namely
that the performance of the feature descriptors dictates the
accuracy of activity recognition. It is of note that some stud-
ies have suggested that a satisfactory recognition rate can be
achieved in accelerometer-based physical activity recognition
using FFT features. However, correlations between continuous
sample points are lost with FFT features.

Recently, a large number of recurrent neural network (RNN)
models have been proposed to solve the sequence classi-
fication problem [14], [17], [41], [50]. RNNs allow cyclical
connections and have been applied to audio and video pro-
cessing and online handwriting recognition. For instance,
Graves et al. [10] proposed bidirectional long short-term
memory (BLSTM), which adequately handles long-range con-
textual processing and new training samples via incremental
learning.

In this paper, we present a new two-directional feature
for BLSTM for MARS applications. To improve perfor-
mance, we also present a new ensemble classifier, multicolumn
BLSTM (MBLSTM). The architecture of the proposed MARS
based on MBLSTM is shown in Fig. 1. Briefly, we first collect
a large number of labeled samples to build an initial expand-
able model using offline learning, and second, users further
update the initial model via incremental learning.

This paper is organized as follows: in Section II, we present
related works on image annotation; in Section III, we detail the
newly proposed MARS; in Section IV, we present the experi-
mental results of the new approach applied to the naturalistic
mobile devices-based human activity (NMHA) dataset; and we
conclude in Section V.

II. RELATED WORK

As in other pattern recognition applications such as image
classification [24], [43], [49] and character recognition [36],
two important stages need to be considered in MARS: feature
extraction and classification.
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Fig. 1. MARS.

Extracting appropriate features from raw data is the most
critical part of activity recognition [2], [39], [47]. Diversified
feature extractors can be applied after the acceleration sig-
nal is segmented, and various feature extracting approaches
have been proposed. The most commonly used feature extrac-
tion methods are based on time-domain and frequency-domain
analyses.

Time-domain analyses usually consider features that can
be extracted directly from raw data along a time axis, and
a very large number of these have been proposed for activ-
ity recognition systems. Early activity recognition researchers
introduced mean values to their studies [7], [33], in which the
mean value of the acceleration data inside a window is used
to represent the raw sensor data by removing random spikes
and different kinds of noise. Furthermore, the computational
costs and memory requirements of mean-value methods are
very low, further popularizing the technique. Other simple

statistical parameters such as maximum and minimum val-
ues have also be used for activity recognition (see [12], [20]).
For instance, Farringdon et al. [7] used the difference between
maximum and minimum values with other indicators to dis-
tinguish between walking and running. Variance and standard
deviation have also been used as feature extractors with some
success [27].

With respect to frequency-based analysis, most studies have
relied on Fourier transforms to decompose signals into their
different constituent frequencies, with accordingly good gains
in the performance of activity recognition. Since conventional
Fourier transform components are complex numbers, it is rea-
sonable to consider their magnitudes [29]. The energy, which
is the normalized squared sum of FFT components, was also
used in [29] to help detect different activities. However, the
energies of two distinct activities may be very similar and con-
fuse the system. In these cases, the concept of entropy can be
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applied to further differentiate energy features [16]. In addi-
tion, linear FFT frequency bands, log FFT frequency bands,
and cepstral coefficients are useful frequency features [21]:
the first is the real valued FFT values grouped into linear
bands, the second describes the logarithmic bands that cat-
egorize real valued FFT values, and cepstral coefficients are
calculated from the Fourier transform of the log FFT spectrum.

After feature extraction and compaction, various classifiers
can be applied to the system to accurately recognize activities.
A number of well-established classification tools have been
used for this purpose, including k-nearest neighbors (k-NNs),
naïve Bayes, support vector machines (SVMs), multilayer
perceptron (MLP; a neural network), and k-means.

Decision trees are famous for their simplicity but strength
in analyzing input variables, such as in [11] and [38]. The
k-NN algorithm is another simple but powerful method to
predict the class of a target based on training samples, and
is implemented by computing the distances between target
and training samples and finding the k nearest samples and
deciding the target label using a majority vote. Although k-NN
is simple in concept, the classification accuracy is still rela-
tively good [3], [28], [42]. Naïve Bayes classifiers assume that
features are conditionally independent, and the relationship
between the target value and each feature is learned according
to Bayes’ theorem; naïve Bayes has been used in [5] and [28]
for activity recognition. SVMs are more sophisticated but are
widely used and the theory is well established, and SVMs
have been used for activity recognition [26], [34]. Finally,
MLP has advantages for activity recognition since it can
learn the deep relationship between the input and output vec-
tors and the system does not require elusive mathematical
procedures [13], [30].

III. MARS FRAMEWORK

In this section, we present a new MARS.

A. Two-Directional Features

Features play a critical role in supervised learning schemes.
Motived by the success of the weightlessness feature [15],
we have divided acceleration into its horizontal and verti-
cal components to produce a novel two-directional feature. In
addition, since the acceleration peaks might better reveal activ-
ity patterns [15], it is reasonable to cut out a section of the
signal using a fixed-length window centered on a peak. Prior
to peak detection, a moving average filter is used on each axis’
sample points. Further details of the feature extraction steps
are provided below.

In human activity categorization, one sampling window out-
put of a three-axis accelerometer represented by a matrix
{Ai}N

i=1 = [A1, A2, . . . , AN] consists of N points, with each
sample point Ai a 3-D vector

Ai = (
axi, ayi, azi

)
. (1)

Considering the accelerometer outputs 125, the accelera-
tion measurement is 0g (where g = 9.8m/s2). We define the
constant vector

M = (
mx0, my0, mz0

) = (125, 125, 125). (2)

Thus, the measurements of three-axis accelerometers are

A
′
i = Ai − M = (

axi − mx0, ayi − my0, azi − mz0
)
. (3)

The mean values of the acceleration signal are calculated
by using

A′
x =

∑N
i=1(axi − mx0)

N
(4)

A′
y =

∑N
i=1

(
ayi − my0

)

N
(5)

A′
z =

∑N
i=1

(
azi − my0

)

N
. (6)

The acceleration is composed of gravitational acceleration
and activity-based acceleration, and we assume that the mean
value of the activity-based acceleration is very small over
a period of time. Thus, the vertical direction is the same as
gravitational direction can be calculated with

eV =
(

A′
x, A′

y, A′
z

)

∥∥∥
(

A′
x, A′

y, A′
z

)∥∥∥
. (7)

The vertical component of acceleration can be cali-
brated using

Vi = A
′
i · eV (8)

and the norm of the horizontal component can be calcu-
lated with

Hi =
∥∥∥A

′
i − Vi

∥∥∥. (9)

Since a human activity receives a combination effect of
horizontal and vertical force, Two-directional features that
contains Vi and Hi can be used to characterize the rela-
tionships between activities and acceleration. The steps of
two-directional features are shown in Fig. 2. In addition, the
norm of the measurements of three-axis accelerometers ‖A

′
i‖

is also a feature descriptor.

B. BLSTM Classifier

Graves et al. [10] demonstrated that BLSTM handles
data with long-range interdependencies extremely well. Here,
we briefly describe the method.

Considering an input sequence {xt}, BLSTM has two scan-
ning directions as shown in Fig. 3(a). We define at

h as the
network input to LSTM unit h at time t, and bt

h is the activa-
tion of the LSTM unit h at time t. Let wlh be the weight of
the feed-forward connection from input unit l to hidden unit h.
wh′h is the weight of the recurrent connection from hidden unit
h

′
to unit h.
The forward equations for BLSTM with L input units and

H hidden summation units are

at
h =

L∑

l=1

xt
lwlh +

H∑

h
′=1
t>0

bt−1
h′ wh′ h (10)

and

bt
h = θh

(
at

h

)
(11)

where θh is the activation function of hidden unit h.
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Fig. 2. Steps of two-directional features. (a) Output of three-axis accelerometer. (b) Measurements of three-axis accelerometers. (c) After moving average
filter. (d) ‖A

′
i‖. (e) 250 points Ai. (f) Two-directional features.

(a) (b)

Fig. 3. (a) Scanning directions of BLSTM, where “I” refers to input and “O” refers to output. (b) Network architecture of MBLSTM.

Let O be the objective function, which can be defined using
cross-entropy error. The backward equations for BLSTM with
K output units and H hidden summation units are

∂O

∂whk
=

T∑

t=1

∂O

∂at
h

∂at
h

∂whk
=

T∑

t=1

∂O

∂at
h

bt
h (12)

where

∂O

∂at
h

= θ
′
h

(
at

h

)
⎛

⎝
K∑

k=1

∂O

∂at
k

whk +
H∑

h
′=1t>0

∂O

∂at+1
h′

whh′

⎞

⎠. (13)

Due to space constraints, the other parts of BLSTM (the input
gate, forget gate, output gate, and the memory cell) are not
detailed here but are easy to implement; the interested reader
is referred to [9] and [10].

In our classification problem, hierarchical design choices,
i.e., the outputs of one layer used as the inputs to the
next layer, are suitable for feature selection. The network
architecture therefore comprises an input layer, two BLSTM
layers, a feed-forward layer, a collapse layer, and an output
layer.
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The procedure is as follows.
1) The input sequence is partitioned into blocks of size 3.

Each block is scanned into a vector as a single input of
the first hidden layer, i.e., BLSTM, which has four units
and scans the input blocks in two directions.

2) The activations of the first hidden layer are given as the
input to the second hidden layer, i.e., the feed-forward
layer, which consists of six units.

3) The third hidden layer, i.e., BLSTM, has ten units and
scans the activations of the second hidden layer in two
directions.

4) The forth hidden layer is a collapse layer, which sums
over all inputs from the third hidden layer at each
time step.

5) The output of the last map is fed into an N-way softmax,
where N is the number of activity categories.

C. Architecture of MBLSTM

Inspired by multicolumn DNN [4], we combine several
BLSTM classifiers to form an MBLSTM. Specifically, differ-
ent feature descriptors are independently trained on the same
BLSTM model version, with democratically averaged predic-
tions then performed with them. Fig. 3(b) shows MBLSTM’s
network architecture, which comprises three BLSTMs. From
the left to right classifier, the feature descriptor is Ai, ‖A

′
i‖,

and two-directional features, respectively.

IV. EXPERIMENTAL RESULTS

We next conducted mobile devices-based human activity
recognition experiments to demonstrate the effectiveness of the
proposed MBLSTM. The NMHA dataset, which was collected
from 100 subjects utilizing smart phones equipped with three-
axis accelerometers, is used in our experiments. Comparative
experiments were conducted using different algorithms on the
same dataset to fully evaluate MBLSTM.

We measured system performance by calculating the aver-
age accuracy for each human activity category. In addition,
a confusion matrix was used to illustrate where the method
failed. The details of experimental setup and baseline methods
are presented below.

A. Datasets

There is a lack of standardized datasets for mobile
devices-based human activity recognition. Several studies
have evaluated performance on the SCUT naturalistic 3-D
acceleration-based activity (SCUT-NAA) dataset and the
physical activity monitoring for aging people (PAMAP)
dataset [40]. However, these are not suitable for our experi-
ments because: 1) the data are not collected from smart phones
and 2) there are insufficient activity samples from different
people. The SCUT-NAA dataset consists of 1278 samples
obtained from 44 people (34 males and 10 females), while
the PAMAP dataset collected the raw acceleration data from
only nine subjects. Thus, we collected 100 human behav-
ior activity samples to create a dataset that utilized smart
phones equipped with a 3-D accelerometers, which we call the
NMHA dataset. We cut out a section of the acceleration signal

TABLE I
STATISTICS OF SAMPLES

using a 250-point window centered on a signal peak to obtain
an activity sample. The distribution of human activity sam-
ples is shown in Table I, and example acceleration signals are
shown in Fig. 4.

B. Experiment Results on Two-Directional Features

In order to evaluate two-directional features, we compared
them with sample point Ai and the norm of the measure-
ments of three-axis accelerometers ‖A

′
i‖. In our experiments,

we randomly selected all samples from ptr = 50, 60, 70, and
80 subjects to form the training set and randomly selected all
samples from pts = 20 subjects to form the test set. In addi-
tion, we composed our validation set with a fifth of the training
set. The validation set was used to tune important parameters
such as the learning rate. In particular, the learning rate was
divided by 10 when 30 time points had passed without any
reduction in error on the validation set with the current learn-
ing rate. In addition, for the BLSTM classifier, BLSTM was
trained using OGD with a learning rate of 10−4 and a momen-
tum of 0.9 during training. The validation error was assessed
after each round of training, and the termination criterion for
training was judged by the new lowest value for the validation
error in ten iterations.

The test error rates of three features descriptors are shown
in Tables II–IV. In addition, the training and validation
error rates when training was stopped are shown. It can
be seen that the two-directional features are a promising
feature descriptor for the BLSTM scheme, because it can
extract two important components for MARS, i.e., the hor-
izontal and vertical components. In order to inspect the
function of the validation set, we also depicted BLSTM
activity recognition error rates during training (Figs. 5–7).
It can be seen that BLSTM using two-directional features
converges faster, which is extremely important for practical
applications.

C. Experiment Results on MBLSTM

We next conducted experiments to evaluate the effectiveness
of MBLSTM and compare it with several popular methods
including SVM [51], EMR [35], k-NN [28], and BLSTM. In
our experiments, we randomly selected all samples from
ptr = 40 and 80 subjects to form the training set, while the
remaining subjects were used as the test set. We composed
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fig. 4. NMHA dataset samples. (a) Jumping. (b) Running. (c) Walking. (d) Step walking. (e) Walking quickly. (f) Down stairs. (g) Up stairs.

our validation set with a fifth of the training set. The process
was repeated five times and then averaged the average error
rates for each class.

Comparisons between MBLSTM and SVM, EMR, k-NN,
and BLSTM on the NMHA dataset are shown in Table V.
For SVM, EMR, and k-NN classifiers, we concatenate the
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TABLE II
EXPERIMENT RESULTS ON Ai FEATURE DESCRIPTOR

TABLE III
EXPERIMENT RESULTS ON ‖A

′
i‖ FEATURE DESCRIPTOR

TABLE IV
EXPERIMENT RESULTS ON TWO-DIRECTIONAL FEATURES

two-directional features to a long feature vector, and use
the long feature vector in above classifiers. And the two-
directional features are used in BLSTM classifier. From
Table V, we can observe that the proposed two-directional
features are also suitable for other classifiers. MBLSTM and
BLSTM represent promising solutions to MARS because they
model the correlations between continuous sample points of
the acceleration signal. In addition, combining several BLSTM
columns into an MBLSTM further decreases the error rate to
close to 20%.

The mean time for testing is 2.7 ms, and the test step is
on the cloud. We conduct all experiments on an Intel Xeon
CPU E5-2640 v2 @ 2.0 GHz computer with a 32 GB memory.
The classification confusion matrix of MBLSTM for one test
split of the NMHA dataset is shown in Fig. 8, with correct
labels depicted on the vertical axis and predicted labels on the

horizontal axis. It is convenient to inspect the pattern of clas-
sification errors, since they are nonzero values listed outside
the diagonal. Unsurprisingly, confusions occur between “walk-
ing,” “step walking,” and “walking quickly” because there are
very similar.

D. Experiment Results on Incremental Learning

The first instances of incremental learning were demon-
strated in Section IV-B. Here, we design an incremental
learning experiment considering a second situation.

The procedure is as follows.
1) First, we randomly selected ptr = 40 and 80 people to

establish the training set and the remaining people were
used to form the test set.
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Fig. 5. BLSTM recognition error rate during training. We applied the Ai feature descriptor as the input of BLSTM.

Fig. 6. BLSTM recognition error rate during training. We applied the ‖A
′
i‖ feature descriptor as the input of BLSTM.

TABLE V
AVERAGE ERROR RATES OF FIVE ALGORITHMS

2) Second, we randomly selected pti = 1, 2, 3, 4, and
5 samples from each person in the test set and applied
MBLSTM to incrementally update the model obtained
by the training set.

3) The process was repeated five times and the error rates
averaged.

The results of incremental learning are shown in Table VI.
It can be seen that newly added samples significantly decrease
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Fig. 7. BLSTM recognition error rate during training. We applied the two-directional features as the input of BLSTM.

TABLE VI
EXPERIMENT RESULTS ON INCREMENTAL LEARNING

Fig. 8. MBLSTM classification confusion matrix for one test split on the
NMHA dataset. Correct labels are on the vertical axis; predicted labels are
on the horizontal axis.

the error rates. Thus, the user can achieve a better experience
by labeling a small amount of data on mobile devices in real
applications.

V. CONCLUSION

Smart phones equipped with three-axis accelerometers are
becoming increasingly popular. Thus, mobile devices-based
human activity recognition is becoming an important appli-
cation, and has already contributed to developments in social
media. Considering the complexity of the three-axis accel-
eration signal, here we present a new ensemble classifier:
MBLSTM to build our MARS. By studying the original
acceleration signal, we also present a suitable feature descrip-
tor, the two-directional feature, as a BLSM classifier unit.
Seamless integration of two-directional features and MBLSTM
significantly improves activity recognition in our experiments.
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