**WEEk-07: LOGISTIC REGRESSION USING STOCHASTIC GRADIENT DESCENT**

Logistic regression is one of the most popular machine learning algorithms for binary classification. This is because it is a simple algorithm that performs very well on a wide range of problems.

In this, you are going to discover the logistic regression algorithm for binary classification, step-by-step. After reading this post you will know:

* How to calculate the logistic function.
* How to learn the coefficients for a logistic regression model using stochastic gradient descent.
* How to make predictions using a logistic regression model.

This dataset has two input variables (X1 and X2) and one output variable (Y). In input variables are real-valued random numbers drawn from a Gaussian distribution. The output variable has two values, making the problem a binary classification problem.

The raw data is listed below.

|  |  |  |
| --- | --- | --- |
| **X1** | **X2** | **Y** |
| 2.781084 | 2.550537 | 0 |
| 1.465489 | 2.362125 | 0 |
| 3.396562 | 4.400294 | 0 |
| 1.38807 | 1.85022 | 0 |
| 3.064072 | 3.005306 | 0 |
| 7.627531 | 2.759262 | 1 |
| 5.332441 | 2.088627 | 1 |
| 6.922597 | 1.771064 | 1 |
| 8.675419 | -0.24207 | 1 |
| 7.673756 | 3.508563 | 1 |

Logistic Function

Before we dive into logistic regression, let’s take a look at the logistic function, the heart of the logistic regression technique.

The logistic function is defined as:

transformed = 1 / (1 + e^-x)

Where e is the numerical constant Euler’s number and x is a input we plug into the function.

Let’s plug in a series of numbers from -5 to +5 and see how the logistic function transforms them:

|  |  |
| --- | --- |
| **X** | **Transformed** |
| -5 | 0.006693 |
| -4 | 0.017986 |
| -3 | 0.047426 |
| -2 | 0.119203 |
| -1 | 0.268941 |
| 0 | 0.5 |
| 1 | 0.731059 |
| 2 | 0.880797 |
| 3 | 0.952574 |
| 4 | 0.982014 |
| 5 | 0.993307 |

You can see that all of the inputs have been transformed into the range [0, 1] and that the smallest negative numbers resulted in values close to zero and the larger positive numbers resulted in values close to one. You can also see that 0 transformed to 0.5 or the midpoint of the new range.

From this we can see that as long as our mean value is zero, we can plug in positive and negative values into the function and always get out a consistent transform into the new range.

![Logistic Function](data:image/png;base64,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)

Logistic Function

Logistic Regression Model

The logistic regression model takes real-valued inputs and makes a prediction as to the probability of the input belonging to the default class (class 0).

If the probability is > 0.5 we can take the output as a prediction for the default class (class 0), otherwise the prediction is for the other class (class 1).

For this dataset, the logistic regression has three coefficients just like linear regression, for example:

output = b0 + b1\*x1 + b2\*x2

The job of the learning algorithm will be to discover the best values for the coefficients (b0, b1 and b2) based on the training data.

Unlike linear regression, the output is transformed into a probability using the logistic function:

p(class=0) = 1 / (1 + e^(-output))

In your spreadsheet this would be written as:

p(class=0) = 1 / (1 + EXP(-output))

Logistic Regression by Stochastic Gradient Descent

We can estimate the values of the coefficients using stochastic gradient descent.

This is a simple procedure that can be used by many algorithms in machine learning. It works by using the model to calculate a prediction for each instance in the training set and calculating the error for each prediction.

We can apply stochastic gradient descent to the problem of finding the coefficients for the logistic regression model as follows:

Given each training instance:

* Calculate a prediction using the current values of the coefficients.
* Calculate new coefficient values based on the error in the prediction.

The process is repeated until the model is accurate enough (e.g. error drops to some desirable level) or for a fixed number iterations. You continue to update the model for training instances and correcting errors until the model is accurate enough orc cannot be made any more accurate. It is often a good idea to randomize the order of the training instances shown to the model to mix up the corrections made.

By updating the model for each training pattern we call this online learning. It is also possible to collect up all of the changes to the model over all training instances and make one large update. This variation is called batch learning and might make a nice extension to this tutorial if you’re feeling adventurous.

Calculate Prediction

Let’s start off by assigning 0.0 to each coefficient and calculating the probability of the first training instance that belongs to class 0.

B0 = 0.0

B1 = 0.0

B2 = 0.0

The first training instance is: x1=2.7810836, x2=2.550537003, Y=0

Using the above equation we can plug in all of these numbers and calculate a prediction:

prediction = 1 / (1 + e^(-(b0 + b1\*x1 + b2\*x2)))

prediction = 1 / (1 + e^(-(0.0 + 0.0\*2.7810836 + 0.0\*2.550537003)))

prediction = 0.5

Calculate New Coefficients

We can calculate the new coefficient values using a simple update equation.

b = b + alpha \* (y – prediction) \* prediction \* (1 – prediction) \* x

Where b is the coefficient we are updating and prediction is the output of making a prediction using the model.

Alpha is parameter that you must specify at the beginning of the training run. This is the learning rate and controls how much the coefficients (and therefore the model) changes or learns each time it is updated. Larger learning rates are used in online learning (when we update the model for each training instance). Good values might be in the range 0.1 to 0.3. Let’s use a value of 0.3.

You will notice that the last term in the equation is x, this is the input value for the coefficient. You will notice that the B0 does not have an input. This coefficient is often called the bias or the intercept and we can assume it always has an input value of 1.0. This assumption can help when implementing the algorithm using vectors or arrays.

Let’s update the coefficients using the prediction (0.5) and coefficient values (0.0) from the previous section.

b0 = b0 + 0.3 \* (0 – 0.5) \* 0.5 \* (1 – 0.5) \* 1.0

b1 = b1 + 0.3 \* (0 – 0.5) \* 0.5 \* (1 – 0.5) \* 2.7810836

b2 = b2 + 0.3 \* (0 – 0.5) \* 0.5 \* (1 – 0.5) \* 2.550537003

or

b0 = -0.0375

b1 = -0.104290635

b2 = -0.09564513761

*Repeat the Process*

We can repeat this process and update the model for each training instance in the dataset.

A single iteration through the training dataset is called an epoch. It is common to repeat the stochastic gradient descent procedure for a fixed number of epochs.

At the end of epoch you can calculate error values for the model. Because this is a classification problem, it would be nice to get an idea of how accurate the model is at each iteration.

The graph below show a plot of accuracy of the model over 10 epochs.

.
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Logistic Regression with Gradient Descent Accuracy versus Iteration

You can see that the model very quickly achieves 100% accuracy on the training dataset.

The coefficients calculated after 10 epochs of stochastic gradient descent are:

b0 = -0.4066054641

b1 = 0.8525733164

b2 = -1.104746259

**Make Predictions**

Now that we have trained the model, we can use it to make predictions.

We can make predictions on the training dataset, but this could just as easily be new data.

Using the coefficients above learned after 10 epochs, we can calculate output values for each training instance:

0.2987569857

0.145951056

0.08533326531

0.2197373144

0.2470590002

0.9547021348

0.8620341908

0.9717729051

0.9992954521

0.905489323

These are the probabilities of each instance belonging to class=0. We can convert these into crisp class values using:

prediction = IF (output < 0.5) Then 0 Else 1

With this simple procedure we can convert all of the outputs to class values:

|  |  |
| --- | --- |
| 0  0  0  0  0  1  1  1  1  1 |  |

Finally, we can calculate the accuracy for the model on the training dataset:

accuracy = (correct predictions / num predictions made) \* 100

accuracy = (10 /10) \* 100

accuracy = 100%