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**1. Introduction**

With the rapid progress of internet services, 5G technology [1], Internet of Things (IoT) , the traffic demand of optical networks has been ever-increasing. Such demand brings forth higher requirements for the capability and efficiency of the next generation optical network. In the past few decades, the capacity of fibre transmission systems has been remarkably increased and is now approaching the theoretical limit. The development of elastic optical network (EON), network resources like spectrum, route, optical power, etc., can be utilised more efficiently to extract more capacity [2-3]. On the other hand, reliability of optical networks is also of great importance. Since a massive amount of data is transmitted in optical networks, even a tiny disruption of a service may cause huge losses for customers [4].

There is also a trend to introduce intelligence into optical networks for its fundamental role in the communication networks and its inherent complexity. Optical networks have been widely used as the major carrier network for traffic for several advantages; include wide bandwidth, low latency, and high anti-interference capability [5]. It connects the upper layer services and the underlying physical resources: on one hand, it needs to provision the bandwidth for different service and on the other hand, optical network involves resources allocation problem in multiple dimensions, such as wavelength, spectrum slot, and time slot. This situation makes optical network operation and maintenance more complicated than other communication networks. If consider, the convergence of optical network and other networks (such as 5G mobile network, and IP networks), it will become more serious.

In general, there are mainly three challenges [6], [7] faced by development and operation of optical networks: (i) Network complexity: The number and complexity of optical network devices increase with the scale of optical networks extend. Additionally, the optical network serves as carrier network in communication systems and may carry multiple heterogeneous networks, such as 5G mobile networks, IoT, vehicle networking, and cloud computing. How to adapt the traffic from these different networks becomes the first challenge for optical network operation and management. (ii) Complexity of services: Various Quality of Service (QoS) agreements enable optical networks to offer differentiated services, the emerging methods and technologies, such as network slicing, allow for the provision of networks to be applied in real time. The optical networks can then have a scalable infrastructure that offers a framework to offer various levels of QoS to different physical domain systems, which is challenging for a large network. (iii) Complexity of resource management: the optical network is a connection between the upper layer traffic and the underlying physical layer infrastructure. It is also responsible for the allocation of physical layer resources for the supply of traffic. There are, however, several dimensional physical resources to be distributed, such as cable, wavelength, bandwidth, modulation format and time slots. Joint allocation of several resources is time-consuming with high computational complexity.

Optical networks are extremely complex systems, posing problems that are difficult to solve using conventional techniques. Recently, machine learning (ML) techniques have been successfully applied to a large number of problems in optical communications. These problems include failure management, optical performance monitoring (OPM), quality of transmission (QoT) estimation, traffic prediction.

**2. Literature Review**

In this section, the state-of-the-arts based on the machine learning techniques are reviewed. For each one of the publications, the concept and highlight of its significant contributions are described.

Letaifa *et.al* [8] proposed a machine learning framework combined with adaptive coding to enhance the Quality of Experience (QoE) in video streaming applications. The proposed approach was developed using a software defined network (SDN). The proposed research implemented a ML-based structural similarity index measure (SSIM) algorithm for developing a centralized architecture to predict the network status. The ML-SSIM algorithm was used for predicting the QoE required for data streaming. The QoE predicted by the ML-SSIM algorithm was combined with the network status for selecting appropriate coding. Experimental analysis was conducted for evaluating the performance of the proposed model. It can be observed from the results that the proposed algorithm effectively enhances the user’s QoE with a success rate of 83%. Also, the ML algorithm increased the throughput of the system and reduced end-to-end delay. As a part of future scope, the study focussed to consider more performance metrics to improve QoE.

Choudhury *et al.* [9] implemented machine learning technique for two applications of internet protocol (IP)/Optical networks. The first application dealt with agile resource management in optical networks by employing ML-based prediction algorithms for predicting short- and long-term traffic prediction in optical networks. The second application was related to migration of networks to open reconfigurable optical add-drop multiplexers (ROADM) networks that allows physical routing without requiring optical network parameters. Various ML algorithms such as multilayer perceptron’s (MLP), ensemble learning (EL), random forest (RF) and regression algorithms were used for evaluating the effectiveness of the proposed approach in terms of prediction error. Results show that random forest regression trees achieved a low error rate of 0.81 (mean squared error -MSE) compared to other algorithms. The study suggested employing deep learning neural networks as an extension of the current research.

Rehman *et al*. [10] presented a QoS-aware, content-aware, and device-aware nonintrusive medical QoE (m-QoE) prediction model using a multilayer perceptron neural network for predicting QoE. MLP is also used as an open source platform for maintaining and optimizing the quality in a device-aware video data streaming process. The proposed framework was trained to enhance the QoS, content features of the output. Experimental validations were performed for evaluating the prediction efficiency obtained through Root Mean-Square-Error (RMSE) and correlation coefficient. The study achieved a RMSE and correlation coefficient of 0.109 and 92.2% respectively. As a part of further research, the study suggested the application of a proposed model for 5G networks.

Wu *et al.* [11] proposed a machine learning based predictive model for predicting link congestion in a SDN data plane. This research aimed to reduce link congestion by effectively predicting the degree of network congestion using four different ML algorithms. The study implemented Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), One Dimensional Convolutional Neural Network (1DCNN) and K-Nearest Neighbour (KNN) algorithms for predicting network congestion. These algorithms were trained to predict the related congestion and the performance of these algorithms was determined through experimental analysis. Experimental evaluation shows that 1DCNN outperforms other ML algorithms by achieving superior prediction accuracy of 98.3%.

Kumar *et al*. [12] presented a novel approach of ML-based models for analysing the traffic flow in SDNs. The study proposed a hybrid approach of K-means clustering algorithm combined with another novel application of the Vector Space Model with cosine similarity. The model was trained by updating the network statistics during multiple instances to extract the knowledge for identifying a least congested path for routing the traffic flow in SDNs. The least congested path was identified from the available data related to probable paths using K-Means and Cosine Similarity approaches. It was observed from the results that, cosine similarity method was more efficient to identify the possible paths in terms of round-trip time (RTT) compared to k-means. However, the speedup ratio of the proposed model was more in K-means algorithms. In future, the proposed model can be used for other network traffic management applications such as multipath routing and traffic load distribution.

Raikar*et al.* [13] discussed the classification of data traffic in SDN systems using supervised machine learning algorithms. Conventional techniques for classifying the data traffic have failed to achieve desired accuracy because of lack of device scalability. This research focussed to overcome this limitation of conventional approaches by employing three advanced supervised learning algorithms such as support vector machine (SVM), nearest centroid and naïve bayes (NB). These algorithms were implemented to categorize the network traffic data based on SDN applications. Experimental evaluations showed that the SVM, NB and nearest centroid algorithms achieved superior accuracy of 92.3%, 96.79% and 91.02% respectively. The study planned to address the challenges related to capturing live network data and classification of network traffic data as a part of further research.

Carvalho *et al.* [14] suggested a device orchestrator that modifies the boundaries to boost the QoE of web-based content. The orchestrator utilized a Device-to-Device (D2D) communications to boost the QoE of the device, thus growing the focus on 4G networks. The usage of D2D was determined by using a machine learning algorithm. The orchestrator utilized ML to determine the video target of the UEs and moved from D2D to 4G based on the results. The study employed a random forest algorithm for improving the QoE. It can be observed from the results that the mean horizontal resolution of the video was significantly enhanced by 150%. For future work, the study planned to employ the predictor in real time traffic networks with background traffic which is one of the main parameters affecting the delivery quality.

Dias *et al.* [15] proposed a novel approach of real time traffic classification using machine learning framework as a solution to package branding, the discovery of operation in the executives' network, the organization of preservation, management forecasts, organization of configuration and security tests. The system depends on three traffic levels, consisting of two distinct video services and one download text, and satisfies the QoS requirements. The proposed approach employs a Naive Bayes algorithm for reducing the hypothesis of independence between the features of the Naive Bayes algorithm. It can be observed from the results that the proposed approach achieved a superior classification accuracy of 98.88% and hence can be applied for real-time traffic conditions. As a part of future work, a thorough analysis of the proposed approach will be performed with respect to accuracy and computational cost using different datasets.

Alawe*et al.* [16] proposed a novel framework for scaling 5G networks by predicting the changes in the traffic using machine learning-based predictive algorithms. The study employed a hybrid approach of long short-term memory cell (LSTM) and deep neural network (DNN) for training the neural network based on a real data set for achieving accurate prediction. The model was simulated for analysing the prediction-based scalability process and it was inferred from the results that the proposed approach exhibited superior performance compared to threshold-based approaches in terms of delay and latency. For future scope, the study suggested training recurrent neural network (RNN) for handling the data plane traffic, in a virtualized environment.

Troia*et al.* [17] proposed a deep learning-based traffic prediction model for predicting the traffic matrices which proactively optimizes the resource allocations in optical networks. The study employed RNN based gated recurrent unit (GRU) for predicting the traffic sequence with respect to speech and handwriting recognition and prediction in the traffic network. GRU was trained to achieve superior accuracy with a mean absolute error of less than 7.4. The predictions were used for allocating the resources in an optimal network proactively and dynamically. For future work, the proposed model will be implemented for optimizing the operator's network with other efficient machine learning techniques.

Fiandrino*et al.* [18] proposed a ML-based approach for optimizing the operation of future networks in 5G mobile networks. The study employed a LSTM and convolutional LSTM algorithms for developing a predictive model that leverages artificial intelligence for predicting the future traffic requirements and to characterize the traffic attributes. This mechanism helped in improving the performance of the network control techniques such as network routing, load balancing and scheduling. The study focussed on orchestrating the ML model for improving two different network systems. For further evaluation, the study intended to validate the implementation of mobile backhaul routing for reducing the packet delay compared to conventional approaches.

Zhang *et al.* [19] proposed an intelligent and application aware network traffic prediction model for enhancing the QoE in smart access gateways. The study employed a deep learning based encrypted packet classifier for identifying different network applications. Deep learning algorithms such as convolution neural networks and recurrent neural networks were employed for obtaining accurate network traffic data prediction. For experimental evaluation, the datasets of the network packets were collected from an open source as well as real time traffic flow data was obtained. Experimental analysis shows that the application awareness was achieved using CNN which was supported by the data packet classifier. It was observed from the results that the proposed model achieved significant prediction accuracy and better QoE using a LSTM recurrent neural network-based model. As a part of future work, the study intended to improve the accuracy of the traffic prediction model considering QoS of each application.

Canovas *et al.* [20] proposed a novel approach of multimedia traffic prediction model for SDN-based management system to predict QoE. The study employs a neural network known as Bayesian regularized neural networks (BRNN) for classifying the traffic pattern. The proposed model is based on estimation of QOE, hence QoE is modelled along with traffic pattern classification. Using the BRNN approach, the system effectively classified various types of traffic data based on the quality perceived by the users. The characteristics of the traffic video was determined based on different quality of service (QoS) parameters such as bandwidth, delay, loss rate and jitter. For QoE estimation, different ML algorithms were used such as Decision trees, SVM, CNN, Naïve Bayes and K-nearest neighbours. It can be observed from the results that the BRNN achieved superior classification results and recall score. For further research, the study intended to employ machine learning based statistical methods of conditional probability for obtaining maximum probability in classification and to optimize the system for improving the execution time.

Song *et al.* [21] evaluated the QoE based on deep learning-based system architecture for web browsing applications. The proposed architecture is divided into two components such as traffic classification sub-system and QoE prediction sub-system. The study employed fully connected neural networks and LSTM for achieving superior classification accuracy. It can be observed from the results that the proposed model achieved a traffic classification accuracy of 96.63% for more than 2000 packets over 6 websites. The achieved QoE prediction results were 0.0975 seconds for 5400 visits. For future work, the study plans to predict the user’s experience directly by conducting crowdsourcing tests.

Bhatia *et al.* [22] proposed a real-time urban traffic analysis in software-defined vehicular networks (SDVNs). The study proposed a data-driven framework for implementing a deep learning based recurrent neural network for predicting the behaviour of vehicular traffic flow. The model was developed by combining various performance metrics such as scalability, flexibility, and adaptability. A long-term short-term memory based neural network (LSTM-NN) architecture was developed to reduce the back-propagated error delay using memory blocks for predicting spatiotemporal traffic. The performance of the LSTM-NN model was evaluated and it can be inferred from the results that the proposed approach achieved an accuracy of 97% in predicting the traffic density. For further research, the study intended to enhance the efficiency of the proposed approach using external parameters such as vehicle density patterns in nearby traffic congestion areas.

Anandet *et al.* [23] suggested a non-linear time series model, generalised self-regressive conditional heteroskedasticity (GARCH), with an invention mechanism generalised to the heavy-tailed distribution class. In this, the model is fitted to the actual data and the results validate the fitness of the model. Author compared to other generic models and this model has increased predictability accuracy. In addition, the estimation of the parameter is less complex than the other models used to date in the modelling of Internet traffic data.

Dong-Chul Park *et al.* [24] have built Bilinear Recurrent Neural Network (BLRNN**)** to further improve the predictability of the BLRNN by incorporating dynamic learning control and layer optimization by layer process. Experiments are carried out on a real-world ethernet network traffic data collection. The results show that the dynamic BLRNN-based prediction scheme outperforms the traditional multi-layer neural-type perceptron network (MLPNN) in terms of normalised mean square error (NMSE).

Chabaa *et al.* [25] developed an artificial neural network (ANN) model based on a multi-layer perceptron (MLP) for the analysis of Internet traffic data over IP networks. ANN is used to evaluate the time series of calculated data for the assessment of the network response. For this purpose, the author used input and output data from internet traffic over IP networks to define the ANN model and compared the performance of some training algorithms used to estimate neuron weights. The comparison between certain training algorithms shows the efficiency and accuracy of the Levenberg-Marquardt (LM) and robust back spread (Rp) algorithms in terms of statistical criteria. As a result, the obtained outcome prove that the established models, using the LM and Rp algorithms, can be used effectively for the analysis of internet traffic over IP networks and can be used as a fundamental method for controlling internet traffic at different times.

Vijayakumar *et al.* [26] built the system to satisfy three primary objectives, i.e., the real-time principle of extracting high-volume data streams, dynamic data flow into a relational hierarchy, and the adaptive reorganisation of the traffic data hierarchy in response to evolving circumstances and time-to-time traffic patterns. As new data traffic is introduced, it is dynamically structured into a hierarchy that has been developed. As a consequence, after this cap has been reached, traffic data must be excreted at a rate equivalent to their congestion.

Junsong *et al.* [27] suggested a model that predicts internet traffic based on the Elman neural network (Elman-NN). Traffic is regarded as a time series, which is non-linear and variable. The Elman-NN is used to model the relationship with sufficient precision, and the Elman-NN based traffic model is used to forecast future traffic. The simulation results show that this approach is feasible and effective for modelling and forecasting traffic.

Peng Wangg *et al.* [28] has induced a system focused on an adaptive learning rate to maximise the speed of convergence of learning. Forecast, first, denoised the traffic time series with wavelet packet transformation to improve predictive accuracy, then compared the capacity of the BP neural network (BPNN) and improved BPWNN (IBPWNN) to predict network traffic. The results of the emulation experiment show that, in the case of one-step prediction, BPNN and IBPWNN have comparable predictive accuracy, however, in the case of multi-step prediction; the BPNN has poor predictive accuracy, while the IBPWNN still has a decent predictive capability.

Samira Chabaa *et al.* [29] used the adaptive neuro-fuzzy inference method (ANFIS) which is generated by an appropriate combination of fuzzy systems and neural networks to predict the input and output data set of the Internet traffic time series. Several statistical parameters are used to ensure the validity of this model. The results show that the ANFIS model provides strong ac curacy in the forecasting phase of internet traffic in terms of statistical indicators. This model suits the actual data well and offers an accurate overview of the network status at various times.

Wei Hu *et al.* [30] induced two data stream mining techniques and applied the problem of anomaly detection. Second, a stream cluster algorithm was used to detect suspicious packets. Using 1-gram and 2-gram tools, this method achieved reasonable success with Generic HTTP and Shell-code attacks but had a higher average false-positive rate. Second, a stream adaptation of the approach to the relative frequency histogram was developed using the Pearson correlation to detect anomalies. While the histogram-based approach obtained marginally better performance, it needed more fine-tuning because of the number of parameters used.

Nafja *et al.* [31] proposed the modular neural network for intrusion detection, which uses the principal component analysis (PCA) as a pre-processing layer to reduce the enormous amount of information provided in the knowledge discovery and data mining (KDD99) data set. PCA greatly reduces the high dimensionality of the data set without loss of information. This pre-process data in the form of the main component is then provided to the batch back propagation neural network for efficient intrusion detection. And these experiments are determined using the root mean square error (RMSE) modular neural network on the KDD 99 data set. These experimental results show an increase in the learning time due to a reduction in the high data dimensions.

Gupta *et al.* [32] proposed an intrusion detection system that uses the rough set theory for the selection of features, which extracts the relevant attributes from the whole set of attributes describing the data packet and uses the same theory to classify the packet if it is normal or an attack. Select or reduce the features after the simplification of the discernibility matrix. The Rosetta method for obtaining the rules on reductions and classification. The NSL KDD dataset is used as a training set and is given to Rosetta for the purpose of obtaining the classification rules.

Zhou Mingqiang *et al.* [32] proposed a graph-based intrusion detection algorithm using an outlier detection method based on a local deviation coefficient (LDCGB). Compared to other clustering intrusion detection algorithms, this algorithm is not required for the initial cluster number. In the meantime, it is resilient in the outlier 's affection and capable of detecting the form of a cluster rather than a single circle. In addition, it still has a good detection rate for unknown or muted attacks. LDCGB uses a graph-based cluster algorithm ( to get an initial partition of the data set that depends on the cluster precision parameter rather than the initial cluster number. On the other hand, because this intrusion detection model is based on a mixed training data set, it must have high label accuracy to ensure its performance. Therefore, in the label word, the algorithm imposes a local deviation coefficient external detection algorithm to re-mark the output of the GB algorithm. This test is capable of enhancing the consistency of labelling.

Mohammad Mahdi Tajiki *et al.* [34] induced QoS-aware resource reallocation algorithm that exploits software-defined networking advantages to proactively avoid congestion by using traffic prediction techniques. The author proposed two schemes: I an effective solution; and (ii) a fast, sub-optimal one. The proposed schemes are contrasted with the viewpoint of accuracy. In addition, the effect of the forecast on the reallocation of capital is addressed. The proposed scheme reduces the loss of packets and greatly increases the throughput.

Yan Zheng *et al.* [35] proposed advanced prediction and navigation models on a complex traffic network. In comparison to the conventional shortest path algorithms, which concentrate on the static network, the first approach considered possible traffic jams and was developed to provide optimal driving advice for different periods of the day. Consequently, by dividing the real-time global taxi positioning system data in Shenzhen city into 50 regions, the Markov balance chain model was designed to dispatch vehicles and applied to ease city congestion. With the development of field tests, traffic congestion on city traffic networks can be minimised easily and efficiently, and the efficiency of the system can also be improved.

Yongli Zhao *et al*. [36] suggested a novel SDON-based control architecture that could support both control layer AI and on-board AI at the same time. In particular, edge computing on-board AI is proposed to support various ML applications. To evaluate the proposed architecture, the author built an experimental test bed and demonstrated a typical use case, i.e. the prediction of alarm information. Experimental findings show that synchronisation and cross-layer optimisation between the control layer AI and the on-board AI can be accomplished.

In [37], the authors suggested a data-driven system for the allocation of bandwidth in EON and considered the QoS specifications of the network. Strengthening learning (RL) is used to solve the problem of bandwidth allocation. This structure is sensitive to increasing the network load to meet the quality-of - service requirements of the network. The Bandwidth Allocation (BA) problem is laid out as a partially observable Markov Decision Process (POMDP). The design is scalable using POMDP and RL; the central controller is scalable.

Suchao Xiao et al. [38] concentrated on the issue of dynamic resource allocation of bandwidth in transport network parts. And implemented a new LSTM-based traffic-predicting dynamic transport network slicing architecture. The solution consists of two phases: the phase of traffic prediction and the phase of bandwidth configuration. Long and short memory models are used in the first step to forecast traffic. In the second step, the model was modelled as a fractional knapsack problem, and the greedy algorithms were used to find approximate solutions. The decentralised distribution of resources to programmes with various goals can be accomplished, thereby enhancing the quality of service and the user experience of the entire system.

Yang *et al.* [39] proposed a hybrid multi-fail location approach with Hopfield neural network (HNN) in radio and optical wireless networks. The actual failure nodes and links can be localised via alarm processing, network topology and service information. The relationship between detected failures and alarms is then modelled to create a bipartite graph. The bipartite graph is computed using HNN 's quick processing to solve combination optimization problems. The HNN-based method can be used in parallel computing training to minimise computing time. The simulation results show the time-efficiency of the proposed system.

A case-based justification (CBR) methodology is proposed for lightpath QoT estimation, which classifies lightpaths into two groups, namely high or low-quality impairment-conscious resource allocation in optical networks [40]. In this analysis, the CBR method stores a information database with each sample consisting of a set of features related to the lightpath and the corresponding Q-factor value. When determining the QoT of a new sample, the characteristics of the new lightpath will be compared with the samples in the CBR database and the weighted Euclidean distance is measured to determine the similarity between the two lightpaths. The corresponding Q-factor of the light path in the knowledge base with the greatest similarity is assigned to the current light path as its Q-factor. The lightpath Q-factor is contrasted with the Q-factor threshold (Q-threshold) for the lightpath efficiency classification. The authors have addressed the CBR with learning and forgetting strategies to refine the knowledge base in order to reduce its difficulty.

Deep neural networks (DNNs) are also used for traffic prediction within data centre optical networks. Predicted traffic information is used for resource allocation to increase bandwidth efficiency and reduce the risk of blocking [41]. The hybrid electro-optical system data centre network uses both optical switching (OCS) and electrical packet switching (EPS) circuits. OCS is used for the transport of large-capacity networks and EPS is used for the transmission of short-lived and burst data streams. This hybrid structure is capable of transporting traffic of different granularities at low congestion rates. Prediction of traffic is crucial to early decision whether traffic can pass via OCS or EPS transmission. The nonlinear auto-regressive neural network (NARNN) is used in a busy service scenario for traffic prediction in a hybrid electro-optical DCN scenario. Predicted traffic information helps managers to target the worst traffic flows for optical switching and electrical switching in the future.

Nicolas Jara *et al.* [42] has suggested a fault tolerance technique that is robust to any collection of simultaneous link failures, as long as the network topology allows re-connection through links that remain in service. This scheme is executed before a network service, normally taking just a few seconds of execution time. This fast execution also makes it possible to quickly overcome any link failure scenario during network operation. In addition, the network operation based on this method is fast and straightforward, as the routes (primary and secondary) are stored in routing tables and checked only on requests.

In [43], the authors proposed optical chaos and hybrid wavelength division multiplexing / time division multiplexing (WDM / TDM) based on large-capacity quasi-distributed sensing networks. With WDM / TDM technology, hundreds of sensing units could be multiplexed in multiple fibre sensing lines. This sensing network could be used to track fibre faults in real time.

In [44], the authors used a distributed fibre optic sensor to enhance the optical fibre cable conditioning system. A variety of surviving technologies designed to ensure optical sensing and optical communication are already in place to avoid link / node failures. For example, the classic p-cycle scheme ensures that there is at least one available light path between any node pair located in this cycle after single failure [45]. Traditional survival methods can be classified into two categories: security schemes and rehabilitation schemes. The security scheme reserves backup resources for workflows and only needs safety switching at source and destination nodes when failures occur [46]. Restoration schemes, such as link-based restoration and path-based restoration, attempt to create recovery channels for broken workflows using the remaining available network resources after failure [47].

In [48], ANN was adopted with the same input as in [49], and the output is the power excursion of each channel and the accuracy can be up to 90%. However, the experiment environment [49] did not consider channel interactions in WDM systems and wavelength switching operations. To solve this problem, authors in [50] have expanded the application to multiple reconfigurable optical add-drop multiplexers (ROADM) and complete C-band WDM channels. Under the same setup, in [50] the use of the neural network in [51] can be further enhanced with an RMSE of less than 0.15 dB compared to the RR model. And the precision of the wavelength assignment can be up to 99 percent. Similarly, the DNN was used in [52]. It shows that DNN obtains 0.1 dB of RMSE for 8400 randomised samples and has better performance than the regression method and the random forest.

**3. Problem Statement**

The problem statement is inferred pertaining to design an optimized form machine learning technique which efficiently predicts traffic, optimally allocates resource, controls congestion and guarantees fault tolerance by improving QoE, QoT and QoS parameters.

**4. Research Gaps**

In recent times, the increase in the data volume has affected the performance of the traffic prediction models in optical networks. In order to enhance the performance of the traffic prediction models in a cost-efficient way, it is essential to overcome dynamic allocation problems such as optimal resource allocation and different prediction problems associated with network performance such as QoE, QoS and QoT. Researchers have proposed various machine learning-based intelligent traffic prediction models to analyze the behaviour of traffic prediction in optical network systems in real-time scenarios. However, there are certain issues which are left unanswered by the existing predictive models. The prominent challenges which need to be addressed are:

1. With the increase in functional complexity of the networks, it is essential to develop a system which is capable of self-learning and self-optimizing.
2. Most of the conventional approaches have used supervised and reinforcement learning for dealing with network traffic prediction. However, very little focus is given for unsupervised machine learning approaches.
3. Conventional traffic prediction models are incorporated with multiple mechanisms and different resources which increase the complexity of the predictive models.
4. Most of the existing approaches do not deal with high-dimensional problems such as prediction of network performance in terms of end-use quality of experience while maintaining the accuracy and reliability of the system.
5. It is essential to develop an effective network traffic management tool which is capable of handling exponential network traffic growth with optimal utilization of the network resources.

**5. Research Objectives**

Based upon Comprehensive literature survey, the following are the research objectives that have been framed for deployment of WDM optical networks.

1. To propose an efficient traffic prediction and pattern extraction technique using supervised machine learning for optimal routing and wavelength assignment in optical networks.
2. To investigate and to propose novel machine learning based dynamic bandwidth allocation approach for bandwidth demand of end users to increase the bandwidth utilization on consideration with reduction in control overheads.
3. To overcome congestion control issues in optical networking by using efficient supervised machine learning technique thereby meeting both QoS and QoE parameters.
4. To propose machine learning based QoT impairments modeling and monitoring schemes for WDM optical networks supporting 5g application.

**6. Research Methodology**

The research methodology for executing the research in the direction of timely completion of the target objectives can be divided in the following phases:

**Phase I**

**Literature Review:** During this phase, various machine learning techniques for traffic prediction in optical networks are reviewed and various parameters influencing the traffic prediction are analysed. The review will be thoroughly conducted for a period of around 30 months.

**Phase II**

**Research Planning:** In this phase, evaluation of required research materials and design planning are carried out. This phase will be conducted for a period of 6 months along with the next phases till the documentation phase initiates.

**Phase III**

**Experimentation and Simulation:** In this phase, the proposed network traffic prediction model will be developed by implementing the proposed machine learning techniques and the model will be subjected for performance validation. All the performance evaluation will be made with respect to designated performance metrics such as QoE, QoS, QoT, BER and OSNR analysis. To theoretically validate the equivalent circuit models suggested experimentally in the initial course of this phase, simulation of the traffic prediction model will be done using required software tools.

**Phase IV**

**Analysis of Results:** In this phase, the obtained results will be analysed so that it can be known that the proposed machine learning algorithm is effective in achieving the target research objectives by comparing it with other effective network prediction techniques.

**Phase V**

**Publishing the work:** This is the phase which will continue throughout the research work. When some findings will come, the same will be published in the form of research papers in journals of repute.

**Phase VI**

**Documentation:** The final phase will be the documentation in the form of a thesis. This phase will enable me to compile my experience throughout my research period in the form of various chapters of my thesis starting right from literature review to final result compilation and conclusion.

**7. Tools to be used**

**NS3 / MATLAB:** It is used to create a pin to point connection between the nodes in a wireless sensor network. It is used to simulate the network of communicating nodes and the traffic between the nodes.

**8. Work Plan**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **S No.** | **Activity** | |  |  | | --- | --- | | **SEM 1** | **SEM 2** | | | | | |  |  | | --- | --- | | **SEM 3** | **SEM 4** | | | | | |  |  | | --- | --- | | **SEM 5** | **SEM 6** | | | | | **Timeline** |
| 1 | Course Work | **✓** | **✓** |  |  |  |  |  |  |  |  |  |  | Completed |
| 2 | Literature Review | **✓** | **✓** | **✓** | **✓** | **✓** | **✓** | **✓** | **✓** | **✓** | **✓** |  |  | On-going |
| 3 | Presentation of Proposed Ph.D. Synopsis |  |  |  |  | **✓** |  |  |  |  |  |  |  | On 25.09.2020 |
| 4 | Simulation Analysis |  |  |  |  | **✓** | **✓** | **✓** |  |  |  |  |  |  |
| 5 | Analysis & Interpretation of Results |  |  |  |  |  |  | **✓** | **✓** | **✓** |  |  |  |  |
| 6 | Validation of Results |  |  |  |  |  |  |  | **✓** | **✓** |  |  |  |  |
| 7 | Publications |  |  |  |  |  |  |  |  | **✓** | **✓** |  |  | Parallel with Objectives |
| 8 | Thesis Writing |  |  |  |  |  |  |  |  |  | **✓** | **✓** | **✓** |  |
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