**1강 인공지능, 머신러닝 그리고 딥러닝이란 무엇인가?**

* 인공지능Ↄ 머신러닝 (소프트웨어에서 주로 사용됨)Ↄ딥러닝(=인공신경망)
* 본 강의는 scikit-learn을 활용한 머신러닝 & tensorflow를 활용한 딥러닝으로 이루어짐

**2강 코랩과 주피터 노트북으로 손코딩 준비**

* 딥러닝은 gpu를 사용함 – gpu란?

일종의 그래픽 처리 장치로 많은 양의 벡터연산이 필요한 딥러닝을 효과적으로 수행함

* 파이썬버전 3.12에서는 tensorflow와 연동이 안되므로 하위버전을 사용하도록
* 구글코랩의 실행과정: 구글 클라우드를 통해 실행 / 코랩을 통해 파일 편집 / 구글 드라이브에 저장­­­­

**3강 마켓과 머신러닝**

Ex) 사례: 길이와 무게를 활용하여 판매되는 생선의 종을 자동으로 인식할 수 있는 프로그램 제작

\*If fish length >=30과 같은 코드를 쓰지 않고 머신러닝을 활용하는 이유 : 이러한 규칙을 미리 규정하기 어려울 때가 존재함

* 머신러닝 관련 용어:
  + Class: 분류가 되는 것들 ex) 도미 & 방어
  + Classification: 분류과정
  + Binary classification: 두가지로 분류하는 과정
  + 샘플: 데이터 내의 각각의 수치로 이에 대응되는 수치는 특성이라고 함

Ex) 도미\_length = [25.4, 26.3]에서 25.4는 하나의 샘플

도미\_weight = [242.2, 290.0]에서 242.2는 위 샘플의 특성

* 산점도(scatterplot) 관련 코드:
  + *Import matplotlib.pyplot as plt* : 산점도 메써드가 포함된 library 불러오기
  + *Plt.scatter(x축데이터, y축데이터)* : 산점도 생성 \*축은 각 데이터에 자동으로 맞춰짐
    - Plt.scatter()를 두개 연속으로 쓰면 하나의 산점도에 두개의 그래프가 그려짐
  + *Plt*.xlabel(‘x축명칭)’ / plt.ylabel(‘y축명칭)’ : 레이블링
  + *Plt.show()* : 그래프 출력
* 연산자 오버라이딩: 리스트끼리의 덧셈은 두개의 리스트를 하나의 리스트를 병합해줌
* 사이킷런이 기대하는 데이터 형태는 2차원 배열 [[ \_\_ , \_\_ ]]
* *Fish\_data = [[1, w] for 1, w in zip(length, weight)]*에서 length는 1에, weight는 w에 들어가서 2차원 배열이 만들어진다.
* 이진분류의 경우 정답 형식: 정답개수만큼 1을, 오답개수만큼 0을 넣어 만든 리스트 제작
* K-최근접 이웃: 머신러닝 알고리즘의 일종
  + 알고리즘 원리:
    - 샘플 주의에 있는 클래스 중 가장 많은 클래스로 인식(default = 5)
      * Ex) 거리상 가장 가까운 5개의 클래스 중 3개가 1이면 1로 예측
  + 사용방법(이진분류):
    - *From sklearn.neighbors import KNeighborsClassifier*
    - *Kn = KNeighborsClassifier() :* Kn을 클래스의 객체로 지정
      * *KNneighborsClassifier(n\_neighbors=49)*라고 하면 49개의 값이 기준값이 됨
    - *Kn.fit(훈련세트, 훈련타겟)*
    - *Kn.score(테스트세트, 테스트타겟)*
    - *Kn.predict(새로운 샘플)* : 훈련을 토대로 샘플이 0인지 1인지 예측

**4강 훈련세트와 테스트 세트로 나누어 사용하기**

* 머신러닝의 종류
  + 지도학습: 가르침(타겟데이터)을 기반으로 하는 머신러닝 모델
  + 비지도학습: 가르침 없이 입력데이터만으로 학습이 이루어지는 머신러닝 모델
  + 강화학습: 모델이 행동을 수행한 다음에 주변의 환경에서 행동의 결과에 대한 피드백을 받아 지속적인 개선을 거치는 과정 -> 환경요인을 고려한 학습
* 훈련 세트와 테스트 세트의 생성
  + 주의할점 : 훈련세트와 테스트 세트를 나눌 때는 샘플링 편향이 일어나지 않도록 조심해야 한다. 🡪 테스트 세트와 훈련세트에 두 클래스가 골고루 섞여 들어가는 것
  + 넘파이 사용(많이 쓰이므로 익히는 것이 좋음)
    - 차원의 도메인에 따른 정의
      * 배열: 축의 개수
      * 벡터: 벡터의 개수
    - 주의할 점: 넘파이 배열에는 서로 다른 종류의 타입을 넣을 수 없음
    - Sklearn에 맞는 행렬형태로 데이터 변환하기
      * *Np.array()* : 를 이용해 쉽게 행렬 생성 가능
    - 데이터 골고루 섞기
      * 원리: 데이터의 개수만큼 index 리스트를 만들고 이를 셔플한한다. 그리고 나서 섞인 인덱스의 배열에 따라 train set과 test set를 나눈다.
        + *Index = np.arrange( : 샘플의 개수)* : 인덱스 리스트 생성
        + *Np.random.shuffle(index)* : 인덱스를 무작위로 섞는다

*Np.randomseed()* : 이후의 무작위 추출과정에서 재현가능 하도록 무작위의 결과를 동일하게 만드는 것.(실전에선 안 쓰임, 교육용)

* + - * + *train\_input = input\_arr[index[샘플의 개수 : ]]* : 배열 슬라이싱을 하여 인덱스가 담긴 배열을 넣어서 무작위 인덱스에 따라 다른 배열 안의 원소를 선택
  + 데이터 산점도로 확인
    - Plt.scatter(train\_input[모든 행 , 샘플 해당 열], train\_input[ 모든행, 특성 해당 열] : 에서
    - 테스트용
    - 레이블링
    - Plt.show()

**5강 정교한 결과 도출을 위한 데이터 전처리 알아보기**

* 전처리
  + *Np.Column\_stack(*샘플 데이터, 특성 데이터*)* : 두 배열이 각각 열의 형태로 병합해서 행렬을 이룸 \*np.row\_stack()도 가능
  + *Np.ones(중복 수)* : 1이 중복 수 만큼 생성됨
  + *Np*.concatenate(배열1, 배열2) : 두 배열을 이어 붙임
  + *Npfull((행,열),수)* : 수로 가득 채워진 행렬이 만들어짐
  + 사이킷런으로 데이터 나누기
  + *From sklearn.model\_selection import train\_test\_split* : apTjem 불러오기
  + *Train\_input, test\_input, train\_target, test\_target*

*= train\_test\_split(fish\_data, fish\_target, stratify=fish\_target, random\_state=42)*

* + - Stratify는 매개변수로 fish\_target을 정답으로 인지
    - Random\_state는 랜덤씨드
* 새 데이터 예측하기
  + *Distances, indexes = kn.kneighbors([[25. 150]])* : 새 데이터와 가장 가까운 샘플 5개의 거리랑 인덱스 반환
  + *Plt.scatter(25, 150, marker = ‘^’)* : [[25,150]] 데이터를 산점도 내에서 삼각형으로 표현
  + *Plt.scatter(tran\_input[indexes, 0], train\_input[indexes,1], markder = ‘D’)*  : 추출한 5개의 인덱스에 따라 점 대신 마름모를 생성
* K-최근접 알고리즘을 사용할 때 주의할 점: x축과 y축의 스케일 크기를 동일하게 해야 함

\* 스케일이 다르면 한 가지 요소에 따라서만 거리가 좌우되어 올바른 예측 불가능

* + Plt.xlim((0, 10000)): x축의 스케일을 0에서 1000으로 맞춤
  + 표준점수로 바꾸기
    - 표준점수 구하는 법: (훈련샘플(=train\_input) – 평균)/표준편차 = z정수(= 표준점수)
    - Mean = np.mean(train\_input, axis = 0) \*axis = 0은 열에 따라 평균계산한다는 의미
    - Std = np.std(train\_input, axis = 0)
    - Train\_scaled(z-score) = (train\_input – mean) / std

\*행렬끼리 뺴면 자동으로 위치상으로 대응되는 것들끼리 뺼셈 = 넘파이브로드캐스팅

* + - 전처리(z스코어) 후 훈련과정에 들어가야함, kn.fit(), kn.score()
    - 새로운 데이터를 예측할 때도 기준에 맞춰 변환한 후 예측

**6강 회귀 문제를 이해하고 k-최근접 이웃 알고리즘으로 풀어보기**

* 회귀모델: 수치를 예측하는 것 ex) 농어의 무게를 예측하라
  + 이전엔 target이 0,1이였지만 회귀(regression)에서는 임의의 숫자가 target임
* K-최근접 이웃 회귀 원리: 최근접 이웃에 따라 그들의 수치를 평균 내어 예측 값 도출

\*회귀 알고리즘 같은 경우엔 특성이 2개 이상일 때 산점도 말고 다른 그래프 활용

* 산점도에 그리기
  + 앞선 모델에 따라 생각해보면 height는 import data로 x 축에, weight는 타겟 데이터로 y축에 그림
* 훈련세트 준비:
  + Train\_test\_split()함수 적용 but 이번엔 length랑 weight를 따로 나누어 변수로 넣고 매개변수 stratify는 지정하지 않는다 \*정답 없음
* 현재 weight랑 length가 나뉘어져 있으니 행렬을 만들어도 열이 하나가 될 것이다.
  + *데이터변수이름.reshape(-1,1)* : -1은 남은 차원의 개수로 자동으로 구성되도록 하며 1은 열의 차원을 1개로 지정하는 것 🡪 행은 원소의 개수에 따라 구성됨
  + 타겟 데이터는 1차원 배열로 유지해도 괜찮음
* KN-최근접 회귀훈련모델 코드 작성법
  + *From sklearn.neighbors import KNeighborsRegressor*
  + *Knr = KNeighborsRegressor()*
  + *Knr.fit(train\_input, train\_target)*
  + *Knr.score(test\_input, test\_target)* : test input를 넣었을 떄 train input과 타겟 데이터에서 학습한 것을 토대로 예측을 하고 예측한 결과를 test\_target과 비교하여 정확도를 score로 출력
    - 비교방법: ![친필, 폰트, 텍스트, 화이트이(가) 표시된 사진

      자동 생성된 설명](data:image/png;base64,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) \*knr.score = R2(결정계수
      * 예측값이 평균과 일치한다면 결정계수가 0이 나올 것임 🡪 타겟값이 전체를 평균짓는 것만큼밖에 예측을 못하니 안 좋은 결과임
      * 예측값이 타깃과 동일하게 나올수록 R2의 값이 커짐 🡪 훈련 good
  + R2말고 다른 값을 기준으로 모델 평가 ex) mean\_absolute\_error(평균절대값 오차)
    - *Test\_prediction = Kdr.predict(test\_input)* : 예측한 결과 추출
    - *Mae = mean\_absolute\_error(test\_target, test\_prediction)* : 평균절대값 오차에 따라 test 타겟과 예측 결과 비교
    - *Mae가 결론적으로 평균절대값 오차가 되며 예측 데이터가 19정도만큼 오차가 난다고 볼 수 있음 \*절대값이므로 더 높은 지 낮은 지는 알 수 X*

**9강 로지스틱 회귀 알아보기**

* 로지스틱 회귀의 개념: z = a \* 무게 + b \* 길이 + c \* 대각선 + d \* 높이 + e \* 두께 + f
  + 선형함수를 학습하는 알고리즘
  + 이 상황에서 z의 값을 그대로 사용하면 회귀알고리즘이 되므로 확률형(0과 1 사이로 압축)으로 만들기 위해서는 시그모이드함수/로지스틱함수를 사용한다.
    - Z의 값이 무한대로 존재해도 0과 1사이로 그 출력값을 제한
    - 0.5보다 이하면 음성클래스, 0.5보다 크면 양성 클래스(=z가 0보다 작은 지 0보다 큰 지)
* 로지스틱 회귀(이진분류)