**S1. Model training and numerical simulations**

Model training (or calibration) is a process that aims to fit a computational model to known and quantified experiment data whereby unmeasured model parameters (including kinetic and state variables) are estimated so that model simulations can recapitulate the data. Essentially, parameter estimation is an optimisation problem in which a carefully formulated objective function representing the discrepancy between model simulations and experimental data is minimised.

*Objective function:*

In this study, the following metric function (also called ‘cost function’) was used to quantify the discrepancy between simulated values and corresponding experimental measurements [1-3] :
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It is important to note that in many cases including this study [1-3], the data used for model fitting are often obtained by semi-quantitative techniques, for instance Western blotting or reverse transcription polymerase chain reaction (RT-PCR), and represent relative levels of signal intensity. As both the relative data (e.g. phosphorylated level/total level) and the corresponding simulated values are used in the metric function, minimising the metric function alone could produce a good fit between simulations and data, the fitted parameter sets however may yield biologically unreasonable behaviours. For examples, the level of phosphorylated protein in the model may account for just a very small fraction (<0.01%) of the total protein. Thus, to avoid such potential scenarios, we further incorporated a number of algebraic constraints (*Ri, i=1…3,* supplementary Table S5) on the dynamic variables of the model, e.g. to ensure that phosphorylated protein abundances are within a reasonable ranges in comparison to their total abundances.

The new objective function, M, was then formed by combining the metric function *J* and the algebraic functions *R*s (see Table S5), which was then used for the model calibration:
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*Genetic Algorithm for optimizing the objective function*

In this study, a Genetic Algorithm (GA) was used for parameter estimation [2,3] since GA is particularly suited for optimization problems [2,4,5]. Genetic algorithms is a class of optimisation algorithm inspired by the process of natural selection central to biological evolution [2,3,5,6]. As such, GA repeatedly searches for and updates a population of candidate solutions (called individuals or phenotypes). Usually, the initial population is randomly generated, covering the entire range of possible solutions (called ‘search space’). The population size depends on the nature of the problem, but typically contains several hundreds to thousands of possible solutions. At each step, GA selects individuals from the existing population to breed a new generation. During successive generations, the population "evolves" toward an optimal solution. Sometimes, GA may have a tendency to converge toward local minima. In this case, we can repeat the GA process by increasing the population size and/or changing the mutation and crossover rates. GA is equipped with three main biologically-inspired rules to generate the next generation of parameter values from the current population: selection, crossover and mutation.

For this work, we implemented GA using the Global Optimization Toolbox and the function *ga* in MATLAB ® (The MathWorks. Inc. 2016b). Selection rules select the individual solutions with the best fitness values (called ‘elite solution’) from the current population. The elite count was set to 5% of the population size. Crossover rules combine two parents to generate offspring for the next generation. The crossover faction was set at 0.8. Note that for the setting of the elite rate and the crossover faction we used conventional values most commonly used in GA and also in our previous studies [2,3]. Mutation rules apply random changes to individual parents to generate the population of the next generation. For the mutation rule, we generated a random number from a Gaussian distribution with mean 0 and standard deviation σk, which was applied to the individuals of the current generation. The standard deviation function (σk) is given by the recursive formula as follows:

![](data:image/x-wmf;base64,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),

where *k* is the *k*th generation, *G* is the number of generation, and ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA9MBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAgAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjASsBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKjYGACAk0p3gAFOd/0dZjkEAAAALQEAAAkAAAAyCgAAAAABAAAAMHm8AQUAAAAUAoABGwMcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AqNgYAICTSneAAU53/R1mOQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5AAMFAAAAFAKAARwAHAAAAPsCgP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHd4FQo4sPd3AKjYGACAk0p3gAFOd/0dZjkEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeQADBQAAABQCgAEZAhwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB3oSAKOZD1dwCo2BgAgJNKd4ABTnf9HWY5BAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPXkAA5oAAAAmBg8AKQFBcHBzTUZDQwEAAgEAAAIBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQa52cXBw7wAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIEhMMDcwMAGwAACwEAAgCIMAAAAQEACgIEhj0APQIAiDEAAAD1CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAgAAAAAAJABAAAAgQECAiJTeXN0ZW0AOf0dZjkAAAoAOACKAQAAAAAAAAAA2OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

*Numerical implementation*

The model training procedures and all numerical simulations in this study were implemented using MATLAB. The computationally intensive model training was performed on a dedicated High Performance Computing (HPC) cluster available to our group at Monash University (<http://www.monash.edu>). This HPC facility consists of two Haswell CPU sockets with a total of 16 physical cores (or 32 hyperthreaded cores) at 3.20 GHz and 300 TB usable storage. Similarly, the patient-specific modelling and simulations, as well as calculation of the drug synergy indexes for each patient were also computationally intensive and were thus performed using the same HPC cluster. Less intensive, e.g. time-course simulations, were performed using Matlab on a desktop PC (3.4 GHz quad core Intel i7-6700).

The Ordinary differential equations (ODEs) were integrated and solved using the function *ode15s* in Matlab, which is a variable-step and variable-order solver, based on the numerical differentiation formulas (NDFs) and is specially designed for stiff systems.

*Identification of the best fitted parameter set*

To derive the best fitted parameter set which was subsequently used for simulations in this study, we carried out the repeated GA runs with 5,000 of the population size and 100 of the generation number. In this computation, we also changed the mutation and crossover rates and even the population size to escape from trapping in local minima. After multiple repetitions of the GA process where the best fitted set obtained from a previous repeat was used as the starting point of the next repeat, we arrived at the final best fitted set as the objective function was not further reduced, and the fitted parameter values no longer change. This gave us confidence that the used parameter set represents the optimal set that minimise the simulations/data discrepancies. To further show that this is the case, we have now performed additional analysis comparing the performance of the best fitted set against other randomised parameter sets positioned in the vicinity of the best fitted set in the multi-dimensional parameter space. Specifically, we generated a total of 1000 parameter sets by perturbing each parameter randomly within a 2-fold range around their corresponding best fitted values. The objective function M was then recomputed for all 1000 sets and compared with that of the current best-fitted one. Figure S2 shows that our current set displays the lowest objective function value, suggesting it indeed represent the optimal set. Moreover, when we enlarged the ranges for drawing the random parameter values (e.g. 2-fold, 5-fold and 10-fold, displayed in Fig. S2), the current best-fitted set consistently performed better than the randomised sets.
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