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1 Introduction

Today, Artificial Neural Networks (ANN) have proven themselves to be very powerful Machine Learning (ML) model, capable of learning and approximating any arbitrary function, given enough learnable parameters.

However, they aren’t currently without flaws. Anyone who has developed an ANN to fit a particular application dataset would have undoubtedly have to toil with the frustration of choosing and tuning the numerous hyperparameters of the model. This is because, ANN require the adequation combination of hyperparameters values to perform best, and those hyperparameters are not learned by the model, leaving this arduous task of hyperparameter tuning to the developer. To make things worse, those hyperparameters range in infinity. The list of potential hyperparameters to tune include but is not limited to:

1. Numerical hyperparameters

* Number of hidden layers
* Number of hidden units within each hidden layer
* Learning rate
* Number of training epochs
* Momentum rate
* Batch size (if input batches are being used)
* Dropout rate
* Weight Initialization tensor
* Weight decay rate
* Number of folds (if K-fold cross validation is applied)

1. Non-numerical hyperparameters

* Activation function (possibly at each unit)
* Optimization algorithm
* Loss function
* Regularization techniques

Unlike other machine learning approaches such as Decision Trees, ANN have to many hyperparameters to tune, resulting in a lot of development time spend fine-tuning them and retraining each time, before optimally training for the best model for the chosen application. Deep Learning (DL), the branch of machine learning currently dealing with ANN, currently is more art than science and that unfortunately slows the progress that can be made in not only DL, but also ML, and Computer Science as a whole. It’s imperative to solve the problem of hyperparameter initialization and tuning by providing an automated or learned way to reliably set all the hyperparameters to the optimal value for any given task. Furthermore, some hyperparameters can even be adaptively adjusted for performance gains (e.g., adaptive learning rate to reduce training time). This problem is also called Auto-ML or meta-machine learning [6].

2 Related Work

Our problem being hyperparameter search, we are aiming at providing a method that perform better while being more reliable and efficient at hyperparameter initialization and tuning than the simple manual search. Other attempts at hyperparameter search or optimization are random search, grid search, automated hyperparameter tuning using Bayesian optimization or Genetic Algorithm, and Artificial Neural Network tuning using deep reinforcement learning [3]. Before exploring our approach, let’s first look at the state-of-the-art in this domain and some of the most influential work related to this problem include:

1. Random Search for Hyperparameter Optimization [4]

After manual search, the next technique that comes to mind is grid search, where every hyperparameter and its values are arranged on a grid and exhaustively searched to find the best combination of hyperparameter values. Unfortunately, Grid search is only applicable at low dimension (2-4 hyperparameters to search). Random search improves on that but at the cost of guaranteed optimality. Random search is application at larger search spaces and provides better results in less iteration compared to Grid search. Random search can also be run in parallel. However, like Grid Search, Random search doesn’t leverage the information gain from previous iteration, each new guess being independent from the previous one.

1. Regularized Evolution for Image Classifier Architecture Search [5]
2. Population based training of neural networks [7]
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