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Abstract

Nominale Kongruenz im Deutschen bereitet Lernern der deutschen Sprachen etliche Schwierigkeiten aufgrund der Komplexität des deutschen Kasussystem. Aufgrund dessen wurde einfache heuristische Methoden entwickelt, um die Kongruenz innerhalb Nominalphrasen zu bestimmen. Um diese Problematik besser darstellen zu können, wurden Anglophonen und Frankophonen in Bezug auf ihre Deutschkenntnisse miteinander verglichen. Die Annahme hier war, dass Frankophonen weniger Probleme mit Nominalphrasen als Anglophonen hätte, da das Kongruenzprinzip im Französischen stärker vertreten ist als im Englischen. Um diese Annahme auf den Grund zu gehen, wurden entsprechende Nominalphrasen aus dem Lernerkorpus Merlin extrahiert und analysiert. Die hier erzielten Ergebnisse sind bezüglich der Eingangshypothese nicht eindeutig und somit lässt sich nicht sagen, ob die Hypothese stimmt, wobei die Ergebnisse leicht andeuten, dass beide Sprechergruppen fast gleich stark sind.

1. Einleitung

Kongruenz als eine grammatikalische Notwendigkeit im Sinne von Satzkorrektheit ist in vielen Sprachen vertreten. Das gilt beispielsweise bei europäischen Sprachen (Englisch, Deutsch, Englisch, Isländisch , Polnisch, Russisch, Spanisch), semitischen Sprachen (Arabisch, Hebräisch), uto-akztekischen Sprachen (Hopi) und auch bei isolierten Sprachen (Baskisch) (Corbett, 2003; Hofherr, 2019). Man kann also daraus schließen, dass die Kongruenz an sich ein sprachübergreifendes Phänomen ist.

Kongruenz im Allgemeinen bezeichnet das regelhafte linguistische Phänomen, dass bestimmte linguistische Elemente, wie z.B. Verben, Nomen, etc. mit anderen linguistischen Elementen, wie z.B. Pronomen, Adjektiven, etc. innerhalb einer linguistischen Äußerung miteinander übereinstimmen müssen (Corbett, 2003; Hofherr, 2019). Um das näher definieren zu können, kann man also in diesem Fall dann von morphologischer Kongruenz sprechen.

Da Kongruenz ein so stark präsentes Phänomen ist, ist es von Bedeutung festzulegen, wie man sie am besten beschreiben und untersuchen kann, denn Kongruenz bereitet nicht nur Nicht-Muttersprachlern große Schwierigkeiten, sondern auch Sprachsystemen, wo z.B. die Semantik-, oder Syntaxerkennung oft von Kongruenz abhängig ist (Corbett, 2003; Spinner & Juffs, 2008).

Kongruenz kann verschiedene Ausprägungen annehmen und wie diese Ausprägungen ausfallen hängt direkt von der jeweiligen Sprache ab. Deswegen lässt sich nicht verallgemeinert sagen, wie genau die Kongruenz auszusehen hat und welche Formen es geben soll, dennoch gibt es ein paar Kongruenzarten, die hier aufgeführt werden, um diese zu veranschaulichen.

Um die Kongruenz und deren Merkmale klarer zu untersuchen wird als Objektsprache das Deutsche herangezogen, da diese Sprache auch im Laufe des Projekts als Objektsprache diente.

Bei beispielsweise Subjekt-Verb-Kongruenz müssen Subjekt und Verb bezüglich Numerus und Kasus miteinander übereinstimmen (siehe Tabelle 1). Genus spielt hierbei keine Rolle (Hofherr, 2019).

|  |  |
| --- | --- |
| Kongruenz | Nicht-Kongruenz |
| Ich gehe | Ich gehst\* |
| 1 SG.NOM gehen.pres1 SG | 2 SG.NOM  gehen.pres1 SG |

1. Beispiel der Subjet-Verb-Kongruenz

*Anmerkung*. In Anlehnung an *Agreement Morphology*, von P. C. Hofherr, 2019, S. 2. Copyright durch Oxford Research Encyclopedia of Linguistics.

Diese Form von Kongruenz, die in Tabelle 1 veranschaulicht wurde, ist in einigen Sprachen (Französisch, Spanisch, Russisch) vorhanden (Hofherr, 2019). Somit dürfte sie auch den meisten Sprechern der erwähnten Sprachen vertraut vorkommen.

Eine andere Variante der Kongruenz ist die Kongruenz bei Nomen, wo Numerus, Genus und Kasus in einer linguistischen Phrase alle eine Rolle spielen. Diese wird infolge als nominale Kongruenz bezeichnet. Bei der nominalen Kongruenz spielt der Kopf der Nominalphrase eine entscheidende Rolle, denn alle betroffenen linguistischen Elemente müssen mit dem Kopf kongruieren (Hofherr, 2019).

|  |  |
| --- | --- |
| Kongruenz | Nicht-Kongruenz |
| Der kleine Hund | Die kleine Hund\* |
| 1 SG.NOM bestimmt.mask.sing Artikel + mask.sing.nomen + mask.sing.nominativ adjketiv | 1 SG.NOM bestimmt.fem.sing Artikel + fem.sing.nomen + fem.sing.nominativ adjketiv |

1. Beispiel der nominalen Kongruenz

*Anmerkung*. In Anlehnung an *Agreement Morphology*, von P. C. Hofherr, 2019, S. 2. Copyright durch Oxford Research Encyclopedia of Linguistics.

Wenn ein Element in einer Nominalphrase fehlt oder nicht richtig eingesetzt wurde, ist die gesamte Äußerung falsch. Im Vergleich zu anderen Sprachen wie z.B. Englisch, Italienisch, Französisch, weil so ein Kasussystem fehlt, gilt die deutsche Sprache als bei Nicht-Muttersprachlern bzw. Lernenden als Schwierig (Spinner & Juffs, 2008).

Um die genauen Schwierigkeiten in Bezug auf nominale Kongruenz im Deutschen bestimmen zu können, werden Texte von Anglophonen und Frankophonen aus dem Lernerkorpus Merlin (Wisniewski et al., 2018) extrahiert. Gewählt wurden diese beiden Gruppen unter der Annahme, dass Frankophonen am Anfang eher weniger Schwierigkeiten bei nominaler Kongruenz als Anglophone haben, da Kongruenz, auch wenn weniger komplex, im Französischen stärker präsent ist als im Englischen. Es wird jedoch erwartet, dass diese Differenz mit steigendem Niveau abnimmt.

Die Ergebnisse sollen Auskunft darüber liefern, inwieweit man Strategien oder Ansätze entwickeln kann, um Lernenden effektivere Lernmethoden bezüglich des Erwerbs der nominalen Kongruenz im Deutschen anbieten zu können.

1. Verwandte Literatur

Die Kernthematik bezieht sich hier auf morphologische Kongruenz, insbesondere Kongruenz bei Nominalphrasen bzw. nominale Kongruenz. In folgenden Kapiteln wird ein regelbasiertes Vorgehen aufgestellt, jedoch gibt es schon LSTM-basierte Ansätze (Ravfogel et al., 2018), um Kongruenz bei Phrasen, wo nominale Kongruenz und (Subjekt)-Verb-Kongruenz eine Rolle spielen. Das RNN-Model benutzt lokale Heuristiken, die aus einer baskischen Phrase extrahiert werden können, um die Kongruenz zu bestimmen. Nichts destotrotz sind fundierte grammatikalische Kenntnisse der Sprache unerlässlich, wenn die Kongruenz bestimmt werden sollte (Ravfogel et al., 2018).

Bei Sprachen, wo die morphologischen Merkmale wesentlich weniger Komplex ausweisen, wie z.B. Englisch wurde auch Kongruenzbestimmung an einem LSTM-Ansatz erprobt. LSTMs weisen zwar eine sehr hohe Accuracy bzw. Genauigkeit auf, dennoch gilt dies nur bei Äußerungen einer gewissen Länge, wo strukturelle und sequentielle Informationen nicht miteinander harmonieren (Linzen et al., 2016).

1. Nominale Kongruenz

Die Kongruenzart, die im Rahmen dieses Projekts untersucht werden soll, ist die nominale Kongruenz. Das Ziel ist es, automatisch bestimmen zu können, ob eine Nominalphrase korrekt bzw. kongruent oder inkorrekt bzw. nicht-kongruent.

Eine Nominalphrase gilt als korrekt, wenn alle seine Elemente mit dem Kopf der Nominalphrase kongruieren bzw. übereinstimmen. Gleichfalls gilt eine Kongruenz nicht, wenn mindestens ein Element nicht mit dem Kopf kongruiert.

Termini

Um die Kongruenz genauer untersuchen und beschreiben zu können, müssen bestimmte Termini festgelegt werden. Dazu die kann man die Interaktion der einzelnen Elementen in Tabelle 3 sehen.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | Domäne | |  |  |  |  |
|  | Ziel |  | Kontroller |  |  |  |
|  | Das blaue |  | Haus |  |  | Bedingung |
|  |  |  |  |  |  |  |
|  | Merkmal:  Numerus, Genus, Kasus  Wert: Singular, Neutrum, Nominativ | | |  |  |  |

1. Umriss der Kongruenz-Termini

*In Anlehnung* an *Agreements: Terms and Boundaries,* von C. Greville, S. 2., 2003. Copyright durch SMG conference papers.

Der Kontroller bestimmt die Kongruenz und das Ziel muss mit den Eigenschaften des Kontrollers übereinstimmen. Die Domäne ist die syntaktische Umgebung, worin die Nominalphrase sich befindet. Merkmale sind die Eigenschaften der Kongruenz und es gibt Bedingungen außerhalb der Domäne, die Auswirkungen auf die Kongruenz haben (Corbett, 2003; Hofherr, 2019).

Intention des Sprechers

Obwohl Zielhypothesen der einzeln Texte gemacht wurde, in dem eine korrigierte Version festgelegt wurde (Boyd et al., 2014), wird die Intention des Sprechers bei der Bestimmung der Nominalphrasenarten nicht berücksichtigt. Der Hauptgrund dafür ist, dass diese sich nicht so leicht automatisch bestimmen lässt und es könnte mehrere Möglichkeit als richtig gelten:

|  |  |
| --- | --- |
| Satzarten | Sätze |
| Lernersatz | Ich sehe die Hund\* |
| Zielhypothese 1 | Ich sehe den Hund |
| Zielhypothese 2 | Ich sehe die Hunde |

1. Zielhypothesen

Wenn man beispielsweise, wie in Tabelle 4, annimmt, dass die Nominalphrase Ich sehe die Hund\* falsch ist, hat man zwei Möglichkeiten, den Satz zu korrigieren. Ohne Weiteres ist die Intention des Lerners unbekannt und somit wird sie hier nicht beachtet. Der Satz wird als solcher behandelt. Es ist daher möglich, die Annahme zu vertreten, dass man den Satz als solchen behandeln soll.

1. Vorgehensweise

In diesem Projekt ging es hauptsächlich darum, die Kongruenz der einzelnen Nominalphrasen zu bestimmen, die aus bestimmten Lernerkorpustexten extrahiert wurden. Nominalphrasen bestimmen zu können setzt voraus, dass der Eingangstext schon entsprechend tokenisiert und nach Wortklasse getaggt wurde. Diese Aufgabe wurde im Vorfeld von dem ParZu-Tagger (Sennrich et al., 2009)

übernommen, sodass die Texte im Rahmen des

Projekts nicht geparst werden müssen.

Folgende Wortklassen nach dem STTS-Schema (Schiller et al., 1999) sind für die Nominalphrasen relevant: NOUN, PREP, ART und ADJA. Ausgeschlossen wurden alle anderen Wortklassen.

Nach dem erfolgreichen Parsen wurden die daraus stammenden Conll-Dateien nach geeigneten Nominalphrasen untersucht. Geeignete bedeutet an dieser Stelle, dass mindestens ein Nomen in einer Äußerung unbestimmter Länge vorkommen muss.

Die Nominalphrasen wurden extrahiert und in einer gesonderten Datei gespeichert. Ein Nominalphrase-Eintrag hat dann beispielsweise die folgende Form:

|  |  |
| --- | --- |
| Nominalphrase | meine Fahrkarte |
| Morphologische Information | meine ART Fem|Acc|Sg,  Fahrkarte N Fem|Acc|Sg |
| Satz | Ich gebe Dir meine Fahrkarte . |

1. Nominalphraseneintrag

Kongruenz kodieren

Damit die Kongruenz festgehalten und später nachvollzogen werden kann, wurde die Kongruenz Art kodiert. Nominalphrasen können verschiedene Formen annehmen und können somit unterschiedlichen Kategorien zugeordnet. Die Nominalphrasen wurden erst in unterschiedliche Kategorien eingeteilt. Innerhalb dieser Kategorien wurden einfache Heuristiken angewandt, um die Kongruenz bestimmen zu können. Die Kategorien kann man Tabelle 6 entnehmen.

Nachdem eine Nominalphrase einer Kategorie zugeordnet wird, wird sie innerhalb dieses Kontexts auf Kongruenz untersucht. Dazu wurden Kongruenz-codes vergeben, sodass es festgelegt werden kann, ob Kongruenz vorhanden ist und wenn ja und welche Art(Siehe Tabelle 6, 7 und 8). Wenn die Kongruenz innerhalb einer Kategorien nicht vorhanden ist, wird die Nominalphrase mit einem Code versehen, der angibt, dass die Kongruenz nicht zutrifft (siehe Tabelle 8).

|  |  |
| --- | --- |
| Arten | Beispiel |
| EINFACH | Stadt |
| ART | Das Leben /  Welche Freizeitaktivitäten, |
| PREP | Mit Kindern  Für neuen Aufgaben\*,  In der Woche |
| Rechtschreibfehler | Reche Pfliche\*,  Wiviel\* |
| Eigennamen | Katharina,  Maria Meier |
| Redewendungen | Liebe Julia,  Mit freundlichen Grüßen |

1. Kongruenzarten

|  |  |
| --- | --- |
| Code | Bedeutung |
| 0 | EINFACH |
| 1 | ART |
| 2 | PREP |
| 3 | Eigennamen |
| 4 | Redewendung |

1. Kongruenz-Codes

|  |  |
| --- | --- |
| Code | Bedeutung |
| 10 | EINFACH |
| 11 | ART |
| 12 | PREP |
| 9 | Unbekannt |

1. Nicht-Kongruenz-Codes

Beispiel der Kongruenz

Es werden einfache Heuristiken angewandt und festzustellen, ob eine Nominalphrase kongruiert. Die einfachste Nominalphrase zu bestimmen ist EINFACH. Kommt eine Nominalphrase ohne Artikel vor und wird sie richtig geschrieben, so wurde sie dann als richtig eingestuft. Wenn das nicht der Fall ist, kann man entweder von einem Neologismen oder einem Rechtschreibfehler ausgehen. ART ist eine komplexere Nominalphrase, die Determiner oder Possiv-Artikel enthalten. Kongruieren Determiner und Nominalphrase, dann soll sie als richtig gelten, ansonsten als falsch. PREP folgt einem ähnlichen Ansatz wie bei ART, aber die Präpositionen lösen eine bestimmte Kongruenz aus, z.B. Mit verlangt Dativ. Wenn alle in Kasus übereinstimmen, was die Präpositionen bestimmt, dann gilt die Nominalphrase als richtig. Wenn nicht, dann ist sie falsch. Eigennamen und Redewendungen werden auf Rechtschreibung untersucht. Diese Arten kommen. Wenn die Rechtschreibung stimmt, werden sie entsprechend als EIGENNAMEN oder REDEWENDUNGEN markiert.

|  |  |
| --- | --- |
| Code | Bedeutung |
| 0 | Eine Nominalphrase, die ohne Determinier vorkommt. |
| 1 | Eine Nominalphrase, die mit einem Determinier und evtl. Adjektive vorkommt |
| 2 | Eine Nominalphrase mit Präpositionen und evtl. Adjektive |
| 3 | Eigennamen; Namen von Personen, Städten, Firmen, etc. |
| 4 | Redewendungen oder Anreden, die in der deutschen Sprache üblich sind |
| 10 | Die Nominalphrase wurde der Kategorie 0 zwar zugeordnet, aber die Kongruenz ist Falsch.  Hier werden Rechtschreibfehler festgelegt |
| 11 | Die Nominalphrase wurde der Kategorie 1 zwar zugeordnet, aber die Kongruenz ist Falsch.  Hier werden Kongruenzfehler festgelegt, z.B. Der Haus. |
| 12 | Die Nominalphrase wurde der Kategorie 12 zwar zugeordnet, aber die Kongruenz ist Falsch.  Hier werden Kongruenzfehler festgelegt, die aufgrund der Präpositionen nicht stimmen z.B. Mit Der Haus. |
| 99 | Eine Kongruenzart konnte nicht bestimmt werden. |

1. Kongruenzerklärungen
2. Datensatz

Der Merlin-Korpus wurde als Datensatz für das Projekt verwendet. Es ein fehlerannotiertes schriftliches Lernerkorpus für Deutsch, Italienisch und Tschechisch (Wisniewski et al., 2018). Lerner unterschiedliche Niveaus nach dem Gemeinsamer europäischer Referenzrahmen für Sprachen bzw. CEFR haben Texte nach einer vorgegebener Aufgabe z.B. Alltagsszenarien oder Arbeitsszenarien verfasst (Wisniewski et al., 2018). Diese wurden dann anschließend bewertet und ggf. korrigiert.

Die Texte, die in italienischer und tschechische Sprache verfasst wurden, werden in diesem Projekt nicht berücksichtigt. Deswegen werden nur die deutschen Texte analysiert, die von Lernern geschrieben wurden.

|  |  |  |
| --- | --- | --- |
| Fair CEFR Level | | Deutsch |
| Anfänger | A1 | 57 |
| A2 | 199 |
| A2+ | 107 |
| Selbständig | B1 | 219 |
| B1+ | 115 |
| B2 | 219 |
| B2+ | 73 |
| Fortgeschritten | C1 | 42 |
| C2 | 4 |
| Textanzahl | | 1,035 |
| Wortanzahl | | 125,927 |

1. Merlin-Korpus-Textanzahl

Da nur 4 Texte auf C2 Niveau verfasst wurden, werden diese Texte auch nicht berücksichtigt. Es bleiben also Texte von A1 bis C1 zu analysieren.

Aufbau der einzelnen Einträge

Um die Texte nachher auswerten und sortieren zu können, wurde jeder Text mit Metadaten versehen (siehe Tabelle 11 u. Tabelle 12). Zusätzlichen zum Lernertext wurden für einige Texte in diesem Datensatz eine korrigierte Version bzw. eine Zielhypothese angelegt (Boyd et al., 2014), jedoch wurde diese bei der Analyse im Rahmen dieses Projekts nicht berücksichtigt (Siehe Kapitel 3.3).

Projektdatensatz

Zu den Muttersprachen der Teilnehmer gehören die folgenden Sprachen: Arabisch, Chinesisch, Tschechisch, Englisch, Französisch, Ungarisch, Italienisch, Polnisch, Portugiesisch, Russisch, Spanisch und Türkisch. Einige Sprecher haben entweder ihre Muttersprache nicht angegeben oder sie wurde nicht erfasst. Relevant für dieses Projekt

sind die Texte, die von Anglophonen und Frankophonen verfasst wurden.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | A1 | A2 | B1 | B2 | C1 | Gesamt |
| English | 15 | 1 | 11 | 9 | 10 | 46 |
| French | 5 | 1 | 2 | 19 | 12 | 39 |
| Gesamt | 20 | 2 | 13 | 28 | 22 | 85 |

1. Texte von Anglophonen und Frankophonen
2. Evaluation

Da die Daten bzw. Texte für die jeweiligen Gruppen wurden nicht gleichmäßig erhoben wurden, werden die Datensätze für die Trainings- und Testphase einigermaßen gleich aufgeteilt und somit wird nur ein Bruchteil der Daten benutzt.

Da es sich hier um ein regelbasiertes Model und nicht um ein statistisches oder RNN Model handelt, musste das Programm an sich nicht trainiert werden. Jedoch wurden die Textdaten so aufgeteilt, dass ungefähr 50% als Trainingsdaten dienten, um die Algorithmen zu verbessern und die restlichen 50% als tatsächliche Testdaten.

Trainingsphase

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | A1 | A2 | B1 | B2 | C1 | Gesamt |
| English | 2 | 0 | 1 | 4 | 5 | 12 |
| French | 2 | 0 | 1 | 4 | 5 | 12 |
| Gesamt | 4 | 0 | 1 | 8 | 10 | 24 |

1. Trainingsdaten

Während der Trainingsphase wurde die Performanz des Programms anhand Scikit learn (Buitinck et al., 2013) bemessen. Es wurden 6 Dateien als Referenz-Dateien verwendet, woraus die Gold-Dateien manuell erstellt wurden. In Tabelle 15 sieht man, dass das Programm 50 % Genauigkeit bei 201 Datenpunkten aufweist. Was auffällt ist, dass falsche einfache nominale Phrasen gar nicht erfasst werden. Die Gründe hierfür ist zweierlei. Erstens kommen solche Nominalphrasen sehr selten vor und werden somit nur äußert selten erfassten. Zweitens wurden am Anfang einige Nominalphrasen automatisch aussortiert, weil nur Nominalphrasen vom Algorithmus berücksichtigt wurden, wenn sie mit den Sätzen ausgegeben wurden wurden. Das heißt, sie mussten eine Struktur aufweisen, die in Tabelle 5 zu sehen ist. Da die Nominalphrasen somit fehlerhaft waren, konnten sie nicht analysiert werden.

Ein andere Auffälligkeit ist, dass sehr viele Nominalphrasen als Unbekannt markiert wurden. Das hängt vor allem damit zusammen, dass der ParZu-Tagger (Sennrich et al., 2009) die Nominalphrasen nicht richtig bzw. vollständig erfasst werden konnte. Es entstanden also Nominalphrasen wie z.B. *Grüßen Anlage* oder *Erfahrung in nach einer* (Siehe Tabelle 16).

Andere Schwierigkeiten, die beim Training aufgetaucht sind, war die Frage, wie Adressen wie z.B. *Schmidt Tobias Müllergasse* behandelt werden sollen. Solche Ausdrücke sind zwar per se immer richtig und aufgrund dessen im Rahmen dieses Projekts uninteressant. Bei vielen Texten war das Ziel, Jemanden anzuschreiben oder auf eine Stellenanzeigen zu antworten (Boyd et al., 2014). Das führt dann dazu, dass man sehr viele Adressen, verwendet. Diese werden auch vom Programm als Nominalphrasen erkannt und erfasst (siehe Tabelle 17), dennoch sind sie ebenfalls für das Projekt uninteressant.

Zu der Formalität des Textes gehört auch, dass man Redewendungen verwendet (Siehe Tabelle 18). Redewendungen bzw. Anreden sind komplexer als Adressen, denn sie müssen korrekt wiedergegeben werden. Daran kann man sich auch orientieren, wenn man die Kongruenz bestimmen möchte. Sätze wie z.B. Mit freundlichen Grüßen, Lieber Max, etc. haben zwar zum Teil eine festgelegte Form, dennoch muss man auf die Kongruenz achten, wenn die Äußerung als solche auch als korrekt gelten soll.

Rechtschreibfehler sind zu erwarten (siehe Tabelle 6) und haben Auswirkungen auf die Ergebnisse. Wie im Kapitel 3.2 und in Tabelle 8 erwähnt, ist es nicht immer möglich, sich die richtige Intention des Sprechers zu erschließen. Dazu zählen zum Beispiel Neuschöpfungen wie der Informatik-Club. Um solche Vorkommnisse besser erkennen zu können, müssen robustere Algorithmen eingesetzt werden, die zwischen Neuschöpfungen und Rechtschreibfehler unterscheiden können. Desweitern muss es auch möglich sein, einen Rechtschreibfehler festzulegen, damit eine partielle Kongruenz (siehe Tabelle 8) machbar ist.

In Hinblick auf die oben genannten Kenntnisse reduziert sich die möglichen Nominalphrasen auf eine kleinere Menge, dennoch wurden alle Gruppen berücksichtigt. Beim Analysieren der Durchschnittswerte der Trainingsphrase sieht man, dass die Zahl der unbekannten Nominalphrasen beim zunehmenden Sprachniveau steigert. Auch die Anzahl der falschen Nominalphrasen im Vergleich zu den richtigen Nominalphrasen ist überraschen, denn es wurden mehr falsche Nominalphrasen festgestellt als richtige.

1. Diskussion

Testphase

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | A1 | A2 | B1 | B2 | C1 | Gesamt |
| English | 2 | 1 | 1 | 4 | 5 | 13 |
| French | 2 | 1 | 1 | 4 | 5 | 13 |
| Gesamt | 4 | 2 | 2 | 8 | 10 | 26 |

1. Testdaten

Der Datensatz, der während der Testphase wurde, war zwar größer, aber dafür balanciert. Leider war es während der Testphase auch nicht möglich, gleichmäßige Gruppen in Bezug auf die Sprachniveaus zu bilden.

Wenn man sich die Durchschnittswerte (Siehe Tabelle 95 – 104) sieht man, dass die Anzahl der unbekannten Nominalphrasen beim steigenden Niveau auch zunimmt. Auffällig ist auch, dass die Anzahl der richtigen Nominalphrasen bzw. falschen Nominalphrasen verhältnismäßig gleich ist.

1. Diskussion

Im Rahmen des Projekts wurden Texte, die sowohl von Frankophonen als auch von Anglophonen, miteinander verglichen. Es wurde entschieden, ein regel- bzw. heuristikbasiertes Verfahren zu verwenden, um die sprachlichen Unterschiede zwischen den zwei Sprechergruppen aufzuschlüsseln. Die ursprüngliche Motivation dieses Projekts war die sprachlichen Unterschiede zwischen Anglophonen und Frankophonen in Hinblick auf Nominalphrasen bei der Verfassungen von Texten auf Deutsch zu untersuchen. Es wurde hypothetisiert, dass die Frankophonen am Anfang sprich A1, A2 weniger Fehler machen wurden als die Anglophonen. Diese Unterschiede wurden aber beim steigenden Niveau abnehmen.

Die Regeln, die aufgestellt wurden, um die Nominalphrasen in Kategorien einzuteilen, ist vom Prinzip her meiner Meinung zwar richtig, aber die Datengrundlage und die Parser-Methoden sind dafür nicht geeignet, solche Experimente nicht durchzuführen. Im Allgemeinen lässt sich schwer sagen, ob so eine Methode geeignet ist, um Differenzen zwei Sprechergruppen festzulegen.

Zum einen ist das Korpus dafür zu klein und zum anderen waren die Nominalphrasen, die daraus entstanden sind, aus einigen Gründen zum Teil nicht aussagekräftig genug. Aufgrund dessen sind die Ergebnisse, die während dieses Projekts erzielt wurden, anders zu interpretieren.

Die Ergebnisse zeigen, dass man die Nominalphrasen anders aufbereiten sollen hätte oder ggf. mit einem kleineren Korpus gearbeitet. Der Grund dafür ist, ist dass die Nominalphrasen an sich entweder zu klein waren oder nicht zahlreich genug waren, was am Ende dazu geführt hat, dass die Nominalphrasen, die gezählt wurden, nicht so sehr ins Gewicht fallen können in Bezug auf Aussagekraft der allgemeinen Ergebnisse.

Viel auschlaggebender war das Framework, das im Laufe dieses Projekts entwickelt wurde. Das Framework bzw. die Pipeline eignen sich gut dafür, so ein Experiment durchzuführen. Mit anderen Methoden und einem anderen Korpus können bessere Ergebnisse erzielt werden.

Die Methoden sollten eventuell robuster und statistisch begründet sein. Das Korpus sollte aus Phrasen bestehen, die viele Nominalphrasen haben. Man könnte die Lerner dazu bringen, solche Phrasen zu schreiben, indem man ihnen eine andere Aufgabenstellung, wie z.B. möglichst lange und detaillierte Sätze, denn solche Sätze würden höchstwahrscheinlich auch viele Nomen und Adjektive enthalten.

1. Fazit und Zukünftige Ansätze

Solche Experimente durchzuführen ist auf jeden Fall hilfreich, denn Kongruenz bzw. die morphologische Kongruenz ist ein wichtiger Bestandteil nicht nur der deutschen Sprachen, sondern vieler europäischen Sprache. Ergebnisse diesbezüglich tragen dazu bei, besser System für Lernern und Muttersprachler zugleich zu entwickeln. In zukünftigen oder ähnlichen Projekten soll der Fokus darauf liegen, entweder ein für so eine Aufgabe bestimmtes Korpus anzufertigen oder andere Parsing und Kongruenzbestimmungsmethoden zu entwickeln.
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Ort, Datum

Anhang

|  |  |
| --- | --- |
|  | Definition |
| Author id | Identifikationsnummer des Texts |
| Test language | Die Sprache, worin der Text verfasst wurde |
| CEFR level of test | Sprachniveau der Aufgabe |
| Task | Die Aufgabe, nach der der Text verfasst wurde |
| Mother tongue | Muttersprache |
| Age | Alter |
| Gender | Geschlecht |
| Overall CEFR rating | Gesamtbewertung des Textes |
| Grammatical accuracy | Grammatikalische Richtigkeit |
| Orthography | Rechtschreibung in Bezug auf Tippfehler, Zeichensetzung, Groß- und Kleinschreibung, Wortgrenzen, etc. |
| Vocabulary range | Lexikalische wissen, lexikalische Fehler bzw. falsche Wortwahl |
| Vocabulary Control | Inwieweit man mit dem eigenen Wortschatz geben kann |
| Coherence/Cohesion | Konnektoren und Aufbau des Textes |
| Sociolinguistic  appropriateness | Anreden, Anfragen innerhalb eines gegebenes Kontexte |

1. Merlin-Text-Aufbau

|  |  |
| --- | --- |
|  | Definition |
| Author id | 1023\_0108888 |
| Test language | German |
| CEFR level of test | B2 |
| Task | Au pair writes letter of complaint to Agency - ID: 1023\_100303 |
| Mother tongue | French |
| Age | 27 |
| Gender | Female |
| Overall CEFR rating | B2 |
| Grammatical accuracy | B2 |
| Orthography | B2 |
| Vocabulary range | B2 |
| Vocabulary Control | B1 |
| Coherence/Cohesion | B2 |
| Sociolinguistic  appropriateness | B2 |

1. Merlin-Text-Aufbau - Beispiel

Trainingergebnisse

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Class | Precision | Recall | F1-Score | Support |
| 0 - EINFACH | 0.91 | 0.50 | 0.65 | 20 |
| 01 - ART | 0.13 | 0.09 | 0.11 | 32 |
| 02 - PREP | 1.00 | 0.08 | 0.15 | 24 |
| 03 - Eigennamen | 0.38 | 0.38 | 0.38 | 26 |
| 04 - Redewendung bzw. Satz | 1.00 | 0.25 | 0.40 | 8 |
| 10 - EINFACH (Nicht Kongruenz) | 0.33 | 1.00 | 0.49 | 17 |
| 11 - ART (Nicht Kongruenz) | 0.00 | 0.00 | 0.00 | 9 |
| 12 - PREP (Nicht Kongruenz) | 0.75 | 0.35 | 0.48 | 17 |
| 99 - Unbekannt (Nicht Kongruenz) | 0.48 | 0.77 | 0.59 | 48 |
| Accuracy |  |  | 0.43 | 201 |
| Macro Avg | 0.55 | 0.38 | 0.36 | 201 |
| Weighted Avg | 0.53 | 0.43 | 0.39 | 201 |

1. DpNpKongru - Performanz

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Np-ID | Kongruenz-code | NP | Morphologische Information | Satz |
| 15\_54 | 99 | Mit freundlichen Grüßen Anlage | Mit,PREP,\_|\_|Dat|\_  freundlichen,ADJA,\_|\_|Dat|\_  Grüßen,N,\_|\_|Dat|\_  Anlage,N,\_|Fem|Dat|Sg | Mit freundlichen Grüßen , Anlage : Anmelungsschein in Kopie |
| 15\_55 | 99 | Grüßen Anlage | Grüßen,N,\_|\_|Dat|\_  Anlage,N,\_|Fem|Dat|Sg | Mit freundlichen Grüßen , Anlage : Anmelungsschein in Kopie |

1. 1023\_0108888 Unbekannte

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Np-ID | Kongruenz-code | NP | Morphologische Information | Satz |
| 1\_1 | 3 | Schmidt Tobias | Schmidt,N,\_|Fem|\_|Sg,Tobias,N,\_|Fem|\_|Sg | Schmidt Tobias Müllergasse….. |
| 1\_2 | 10 | Schmidt Tobias Müllergasse, | Schmidt,N,\_|Fem|\_|Sg,Tobias,N,\_|Fem|\_|Sg,Müllergasse,N,\_|Fem|\_|Sg | Schmidt Tobias Müllergasse….. |

1. 1023\_0108888 Adressen

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Np-ID | Kongruenz-code | NP | Morphologische Information | Satz |
| 1\_1 | 99 | Hallo Ingo | Hallo,N,\_|Neut|\_|Sg,Ingo,N,\_|Masc|\_|Sg | 16.03.2012 Hallo Ingo ! |
| 7\_17 | 99 | Mit Grußen Maria | Mit,PREP,\_|\_|Dat|\_,Grußen,N,\_|\_|Dat|Sg,Maria,N,\_|\_|Dat|Sg´ | Mit freundlich Grußen , Maria |

1. 1071\_0024802 Redewendungen

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | general\_mother\_tongue | general\_cefr | txt\_len\_in\_char |
| 1071\_0024802 | English | A1 | 405 |
| 1071\_0024814 | English | A1 | 266 |
| 1071\_0024816 | French | A1 | 209 |
| 1071\_0024691 | French | A1 | 703 |
|  | Training | Anfänger | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART | EINFACH | PREP |
| 1071\_0024802 | 0 | 1 | 0 |
| 1071\_0024814 | 0 | 1 | 0 |
| 1071\_0024816 | 0 | 1 | 0 |
| 1071\_0024691 | 0 | 1 | 0 |
|  | Training | Anfänger | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | EIGENNAMEN | REDEWENDUNGEN |  |
| 1071\_0024802 | 3 | 0 |  |
| 1071\_0024814 | 3 | 0 |  |
| 1071\_0024816 | 1 | 0 |  |
| 1071\_0024691 | 7 | 0 |  |
|  | Training | Anfänger | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART\_NICHT | PREP\_NICHT | EINFACH\_NICHT |
| 1071\_0024802 | 0 | 0 | 0 |
| 1071\_0024814 | 0 | 1 | 3 |
| 1071\_0024816 | 0 | 1 | 5 |
| 1071\_0024691 | 0 | 0 | 2 |
|  | Training | Anfänger | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| **general\_author\_id** | **GESAMT\_UNBEKANNT** | **GESAMT\_WAHR** | **GESAMT\_FALSCH** |
| 1071\_0024802 | 13 | 4 | 0 |
| 1071\_0024814 | 3 | 4 | 4 |
| 1071\_0024816 | 1 | 2 | 6 |
| 1071\_0024691 | 12 | 8 | 2 |
|  | Training | Anfänger | 5 |
|  |  |  |  |
| **AVG\_WAHR\_MEAN** | **AVG\_WAHR\_MODE** |  |  |
| 4,5 | 4 |  |  |
|  | Training | Anfänger | 6 |
|  |  |  |  |
| **AVG\_FALSCH\_MEAN** | **AVG\_FALSCH\_MODE** |  |  |
| 3 | 0 |  |  |
|  | Training | Anfänger | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_UNBEKANNT\_MEAN** | **AVG\_UNBEKANNT\_MODE** |  |  |
| 7,25 | 13 |  |  |
|  | Training | Anfänger | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | general\_mother\_tongue | general\_cefr | txt\_len\_in\_char |
| 1061\_0120283 | English | B1 | 260 |
| 1061\_0120343 | French | B1 | 581 |
| 1023\_0101851 | English | B2 | 1165 |
| 1023\_0109401 | English | B2 | 1006 |
| 1023\_0109951 | English | B2 | 1504 |
| 1023\_0101841 | English | B2 | 1440 |
| 1023\_0108888 | French | B2 | 1392 |
| 1023\_0101895 | French | B2 | 1245 |
| 1023\_0109880 | French | B2 | 1172 |
| 1023\_0108752 | French | B2 | 1612 |
|  | Training | Mittelstuffe | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART | EINFACH | PREP |
| 1061\_0120283 | 0 | 0 | 0 |
| 1061\_0120343 | 0 | 1 | 0 |
| 1023\_0101851 | 0 | 5 | 0 |
| 1023\_0109401 | 0 | 1 | 0 |
| 1023\_0109951 | 0 | 6 | 0 |
| 1023\_0101841 | 0 | 7 | 0 |
| 1023\_0108888 | 0 | 9 | 0 |
| 1023\_0101895 | 0 | 2 | 0 |
| 1023\_0109880 | 0 | 1 | 0 |
| 1023\_0108752 | 0 | 3 | 0 |
|  | Training | Mittelstuffe | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | EIGENNAMEN | REDEWENDUNGEN |  |
| 1061\_0120283 | 4 | 0 |  |
| 1061\_0120343 | 2 | 0 |  |
| 1023\_0101851 | 8 | 1 |  |
| 1023\_0109401 | 4 | 1 |  |
| 1023\_0109951 | 7 | 1 |  |
| 1023\_0101841 | 6 | 1 |  |
| 1023\_0108888 | 6 | 0 |  |
| 1023\_0101895 | 5 | 1 |  |
| 1023\_0109880 | 7 | 1 |  |
| 1023\_0108752 | 2 | 1 |  |
|  | Training | Mittelstuffe | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART\_NICHT | PREP\_NICHT | EINFACH\_NICHT |
| 1061\_0120283 | 0 | 2 | 1 |
| 1061\_0120343 | 0 | 1 | 4 |
| 1023\_0101851 | 0 | 4 | 10 |
| 1023\_0109401 | 0 | 3 | 14 |
| 1023\_0109951 | 0 | 3 | 13 |
| 1023\_0101841 | 0 | 6 | 21 |
| 1023\_0108888 | 0 | 4 | 16 |
| 1023\_0101895 | 0 | 10 | 11 |
| 1023\_0109880 | 0 | 3 | 12 |
| 1023\_0108752 | 0 | 4 | 11 |
|  | Training | Mittelstuffe | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | GESAMT\_UNBEKANNT | GESAMT\_WAHR | GESAMT\_FALSCH |
| 1061\_0120283 | 3 | 4 | 3 |
| 1061\_0120343 | 10 | 3 | 5 |
| 1023\_0101851 | 16 | 14 | 14 |
| 1023\_0109401 | 16 | 6 | 17 |
| 1023\_0109951 | 18 | 14 | 16 |
| 1023\_0101841 | 20 | 14 | 27 |
| 1023\_0108888 | 17 | 15 | 20 |
| 1023\_0101895 | 17 | 8 | 21 |
| 1023\_0109880 | 17 | 9 | 15 |
| 1023\_0108752 | 41 | 6 | 15 |
|  | Training | Mittelstuffe | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| AVG\_WAHR\_MEAN | AVG\_WAHR\_MODE |  |  |
| 9,3 | 14 |  |  |
|  | Training | Mittelstuffe | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| AVG\_FALSCH\_MEAN | AVG\_FALSCH\_MODE |  |  |
| 15,3 | 15 |  |  |
|  | Training | Mittelstuffe | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| AVG\_UNBEKANNT\_MEAN | AVG\_UNBEKANNT\_MODE |  |  |
| 17,5 | 17 |  |  |
|  | Training | Mittelstuffe | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | general\_mother\_tongue | general\_cefr | txt\_len\_in\_char |
| 1031\_0003133 | English | C1 | 1320 |
| 1031\_0003132 | English | C1 | 1380 |
| 1031\_0003155 | English | C1 | 1234 |
| 1031\_0003357 | English | C1 | 1503 |
| 1031\_0003356 | English | C1 | 1239 |
| 1031\_0003170 | French | C1 | 1334 |
| 1031\_0002199 | French | C1 | 1404 |
| 1031\_0003136 | French | C1 | 1682 |
| 1031\_0003023 | French | C1 | 2004 |
| 1031\_0001998 | French | C1 | 1122 |
|  | Training | Fortgeschritten | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART | EINFACH | PREP |
| 1031\_0003133 | 0 | 3 | 0 |
| 1031\_0003132 | 0 | 9 | 0 |
| 1031\_0003155 | 0 | 11 | 0 |
| 1031\_0003357 | 0 | 3 | 0 |
| 1031\_0003356 | 0 | 6 | 2 |
| 1031\_0003170 | 0 | 1 | 2 |
| 1031\_0002199 | 0 | 1 | 0 |
| 1031\_0003136 | 0 | 3 | 0 |
| 1031\_0003023 | 0 | 5 | 2 |
| 1031\_0001998 | 0 | 3 | 0 |
|  | Training | Fortgeschritten | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | EIGENNAMEN | REDEWENDUNGEN | |
| 1031\_0003133 | 6 | 0 |  |
| 1031\_0003132 | 3 | 0 |  |
| 1031\_0003155 | 3 | 0 |  |
| 1031\_0003357 | 3 | 0 |  |
| 1031\_0003356 | 8 | 0 |  |
| 1031\_0003170 | 5 | 0 |  |
| 1031\_0002199 | 8 | 0 |  |
| 1031\_0003136 | 8 | 0 |  |
| 1031\_0003023 | 7 | 0 |  |
| 1031\_0001998 | 3 | 0 |  |
|  | Training | Fortgeschritten | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART\_NICHT | PREP\_NICHT | EINFACH\_NICHT |
| 1031\_0003133 | 0 | 0 | 8 |
| 1031\_0003132 | 0 | 3 | 5 |
| 1031\_0003155 | 0 | 0 | 10 |
| 1031\_0003357 | 0 | 5 | 14 |
| 1031\_0003356 | 0 | 6 | 13 |
| 1031\_0003170 | 0 | 3 | 2 |
| 1031\_0002199 | 0 | 4 | 6 |
| 1031\_0003136 | 0 | 3 | 12 |
| 1031\_0003023 | 0 | 2 | 7 |
| 1031\_0001998 | 0 | 1 | 3 |
|  | Training | Fortgeschritten | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | GESAMT\_UNBEKANNT | GESAMT\_WAHR | GESAMT\_FALSCH |
| 1031\_0003133 | 20 | 9 | 8 |
| 1031\_0003132 | 27 | 12 | 8 |
| 1031\_0003155 | 27 | 14 | 10 |
| 1031\_0003357 | 35 | 6 | 19 |
| 1031\_0003356 | 20 | 16 | 19 |
| 1031\_0003170 | 20 | 8 | 5 |
| 1031\_0002199 | 29 | 9 | 10 |
| 1031\_0003136 | 25 | 11 | 15 |
| 1031\_0003023 | 37 | 14 | 9 |
| 1031\_0001998 | 19 | 6 | 4 |
|  | Training | Fortgeschritten | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| AVG\_WAHR\_MEAN | AVG\_WAHR\_MODE | |  |
| 10,5 | 9 |  |  |
|  | Training | Fortgeschritten | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| AVG\_FALSCH\_MEAN | AVG\_FALSCH\_MODE | |  |
| 10,7 | 8 |  |  |
|  | Training | Fortgeschritten | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| AVG\_UNBEKANNT\_MEAN | AVG\_UNBEKANNT\_MODE | |  |
| 25,9 | 20 |  |  |
|  | Training | Fortgeschritten | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | P\_VALUE | ALTERNATIVE | DF |
| A1 | 0,79516724 | two.sided | 1 |
|  | Training | statistical\_data | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | ESTIMATE | CONF\_INT\_LOWER | CONF\_INT\_UPPER |
| A1 | 4 | -39,118614 | 37,1186142 |
| A1 | 5 | -39,118614 | 37,1186142 |
|  | Training | statistical\_data | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | STATISTIC | METHOD |  |
| A1 | -0,3333333 | Welch Two Sample t-test |  |
|  | Training | statistical\_data | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | P\_VALUE | ALTERNATIVE | DF |
| A2 | UNK | UNK | UNK |
|  | Training | statistical\_data | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | ESTIMATE | CONF\_INT\_LOWER | CONF\_INT\_UPPER |
| A2 | UNK | UNK | UNK |
|  | Training | statistical\_data | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | STATISTIC | METHOD |  |
| A2 | UNK | UNK |  |
|  | Training | statistical\_data | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | P\_VALUE | ALTERNATIVE | DF |
| B1 | UNK | UNK | UNK |
|  | Training | statistical\_data | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | ESTIMATE | CONF\_INT\_LOWER | CONF\_INT\_UPPER |
| B1 | UNK | UNK | UNK |
|  | Training | statistical\_data | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | STATISTIC | METHOD |  |
| B1 | UNK | UNK |  |
|  | Training | statistical\_data | 9 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | P\_VALUE | ALTERNATIVE | DF |
| B2 | 0,40380036 | two.sided | 5,99376299 |
|  | Training | statistical\_data | 10 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | ESTIMATE | CONF\_INT\_LOWER | CONF\_INT\_UPPER |
| B2 | 12 | -4,3136329 | 9,31363291 |
| B2 | 9,5 | -4,3136329 | 9,31363291 |
|  | Training | statistical\_data | 11 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | STATISTIC | METHOD |  |
| B2 | 0,89802651 | Welch Two Sample t-test |  |
|  | Training | statistical\_data | 12 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | P\_VALUE | ALTERNATIVE | DF |
| C1 | 0,44647517 | two.sided | 7,49721834 |
|  | Training | statistical\_data | 13 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | ESTIMATE | CONF\_INT\_LOWER | CONF\_INT\_UPPER |
| C1 | 11,4 | -3,4276218 | 7,02762177 |
| C1 | 9,6 | -3,4276218 | 7,02762177 |
|  | Training | statistical\_data | 14 |

|  |  |  |  |
| --- | --- | --- | --- |
| GRUPPEN\_NAMEN | STATISTIC | METHOD |  |
| C1 | 0,80337932 | Welch Two Sample t-test |  |
|  | Training | statistical\_data | 15 |

|  |  |  |  |
| --- | --- | --- | --- |
| A1\_EN\_AVG\_WAHR | A1\_EN\_AVG\_FALSCH | A1\_EN\_AVG\_UNBEKANNT |  |
| 4 | 2 | 8 |  |
| Tabelle | Training | averages | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| A1\_FR\_AVG\_WAHR | A1\_FR\_AVG\_FALSCH | A1\_FR\_AVG\_UNBEKANNT |  |
| 5 | 4 | 6,5 |  |
| Tabelle | Training | averages | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| A2\_EN\_AVG\_WAHR | A2\_EN\_AVG\_FALSCH | A2\_EN\_AVG\_UNBEKANNT |  |
| #NOMBRE! | #NOMBRE! | #NOMBRE! |  |
| Tabelle | Training | averages | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| A2\_FR\_AVG\_WAHR | A2\_FR\_AVG\_FALSCH | A2\_FR\_AVG\_UNBEKANNT |  |
| #NOMBRE! | #NOMBRE! | #NOMBRE! |  |
| Tabelle | Training | averages | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| B1\_EN\_AVG\_WAHR | B1\_EN\_AVG\_FALSCH | B1\_EN\_AVG\_UNBEKANNT |  |
| 4 | 3 | 3 |  |
| Tabelle | Training | averages | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| B1\_FR\_AVG\_WAHR | B1\_FR\_AVG\_FALSCH | B1\_FR\_AVG\_UNBEKANNT |  |
| 3 | 5 | 10 |  |
| Tabelle | Training | averages | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| B2\_EN\_AVG\_WAHR | B2\_EN\_AVG\_FALSCH | B2\_EN\_AVG\_UNBEKANNT |  |
| 12 | 18,5 | 17,5 |  |
| Tabelle | Training | averages | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| B2\_FR\_AVG\_WAHR | B2\_FR\_AVG\_FALSCH | B2\_FR\_AVG\_UNBEKANNT |  |
| 9,5 | 17,75 | 23 |  |
| Tabelle | Training | averages | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| C1\_EN\_AVG\_WAHR | C1\_EN\_AVG\_FALSCH | C1\_EN\_AVG\_UNBEKANNT |  |
| 11,4 | 12,8 | 25,8 |  |
| Tabelle | training | averages | 9 |

Testergebnisse

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | general\_mother\_tongue | general\_cefr | txt\_len\_in\_char |
| 1071\_0024817 | English | A1 | 185 |
| 1071\_0024803 | English | A1 | 272 |
| 1071\_0024701 | French | A1 | 503 |
| 1071\_0024759 | French | A1 | 190 |
| 1091\_0000169 | English | A2 | 659 |
| 1091\_0000116 | French | A2 | 510 |
|  | Test | Anfänger | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **ART** | **EINFACH** | **PREP** |
| 1071\_0024817 | 0 | 0 | 0 |
| 1071\_0024803 | 0 | 0 | 0 |
| 1071\_0024701 | 0 | 0 | 0 |
| 1071\_0024759 | 0 | 2 | 0 |
| 1091\_0000169 | 0 | 2 | 0 |
| 1091\_0000116 | 0 | 1 | 0 |
|  | Test | Anfänger | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **EIGENNAMEN** | **REDEWENDUNGEN** |  |
| 1071\_0024817 | 1 | 0 |  |
| 1071\_0024803 | 2 | 0 |  |
| 1071\_0024701 | 5 | 0 |  |
| 1071\_0024759 | 2 | 0 |  |
| 1091\_0000169 | 0 | 0 |  |
| 1091\_0000116 | 4 | 0 |  |
|  | Test | Anfänger | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **ART\_NICHT** | **PREP\_NICHT** | **EINFACH\_NICHT** |
| 1071\_0024817 | 0 | 2 | 0 |
| 1071\_0024803 | 0 | 1 | 3 |
| 1071\_0024701 | 0 | 0 | 0 |
| 1071\_0024759 | 0 | 1 | 2 |
| 1091\_0000169 | 0 | 2 | 12 |
| 1091\_0000116 | 0 | 0 | 5 |
|  | Test | Anfänger | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **GESAMT\_UNBEKANNT** | **GESAMT\_WAHR** | **GESAMT\_FALSCH** |
| 1071\_0024817 | 3 | 1 | 2 |
| 1071\_0024803 | 6 | 2 | 4 |
| 1071\_0024701 | 15 | 5 | 0 |
| 1071\_0024759 | 3 | 4 | 3 |
| 1091\_0000169 | 7 | 2 | 14 |
| 1091\_0000116 | 2 | 5 | 5 |
|  | Test | Anfänger | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_WAHR\_MEAN** | **AVG\_WAHR\_MODE** |  |  |
| 3,166666667 | 2 |  |  |
|  | Test | Anfänger | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_FALSCH\_MEAN** | **AVG\_FALSCH\_MODE** |  |  |
| 4,666666667 | 2 |  |  |
|  | Test | Anfänger | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_UNBEKANNT\_MEAN** | **AVG\_UNBEKANNT\_MODE** |  |  |
| 6 | 3 |  |  |
|  | Test | Anfänger | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **general\_mother\_tongue** | **general\_cefr** | **txt\_len\_in\_char** |
| 1061\_0120487 | English | B1 | 758 |
| 1061\_0120275 | French | B1 | 856 |
| 1023\_0107042 | English | B2 | 1241 |
| 1023\_0109022 | English | B2 | 1322 |
| 1023\_0107672 | English | B2 | 1317 |
| 1023\_0108423 | English | B2 | 903 |
| 1023\_0109096 | French | B2 | 1208 |
| 1023\_0109878 | French | B2 | 963 |
| 1023\_0108958 | French | B2 | 1213 |
| 1023\_0109716 | French | B2 | 1089 |
|  | Test | Mittelstuffe | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| general\_author\_id | ART | EINFACH | PREP |
| 1061\_0120487 | 0 | 1 | 0 |
| 1061\_0120275 | 0 | 4 | 0 |
| 1023\_0107042 | 0 | 6 | 0 |
| 1023\_0109022 | 0 | 4 | 0 |
| 1023\_0107672 | 0 | 7 | 0 |
| 1023\_0108423 | 0 | 2 | 0 |
| 1023\_0109096 | 0 | 2 | 0 |
| 1023\_0109878 | 0 | 4 | 0 |
| 1023\_0108958 | 0 | 2 | 0 |
| 1023\_0109716 | 0 | 2 | 0 |
|  | Test | Mittelstuffe | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **EIGENNAMEN** | **REDEWENDUNGEN** |  |
| 1061\_0120487 | 5 | 0 |  |
| 1061\_0120275 | 5 | 0 |  |
| 1023\_0107042 | 8 | 1 |  |
| 1023\_0109022 | 3 | 1 |  |
| 1023\_0107672 | 5 | 0 |  |
| 1023\_0108423 | 10 | 0 |  |
| 1023\_0109096 | 9 | 1 |  |
| 1023\_0109878 | 3 | 1 |  |
| 1023\_0108958 | 5 | 0 |  |
| 1023\_0109716 | 5 | 1 |  |
|  | Test | Mittelstuffe | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **ART\_NICHT** | **PREP\_NICHT** | **EINFACH\_NICHT** |
| 1061\_0120487 | 0 | 2 | 4 |
| 1061\_0120275 | 0 | 1 | 8 |
| 1023\_0107042 | 0 | 4 | 12 |
| 1023\_0109022 | 0 | 3 | 20 |
| 1023\_0107672 | 0 | 7 | 13 |
| 1023\_0108423 | 0 | 4 | 11 |
| 1023\_0109096 | 0 | 3 | 9 |
| 1023\_0109878 | 0 | 3 | 14 |
| 1023\_0108958 | 0 | 3 | 14 |
| 1023\_0109716 | 0 | 2 | 8 |
|  | Test | Mittelstuffe | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **GESAMT\_UNBEKANNT** | **GESAMT\_WAHR** | **GESAMT\_FALSCH** |
| 1061\_0120487 | 17 | 6 | 6 |
| 1061\_0120275 | 10 | 9 | 9 |
| 1023\_0107042 | 23 | 15 | 16 |
| 1023\_0109022 | 16 | 8 | 23 |
| 1023\_0107672 | 22 | 12 | 20 |
| 1023\_0108423 | 7 | 12 | 15 |
| 1023\_0109096 | 15 | 12 | 12 |
| 1023\_0109878 | 13 | 8 | 17 |
| 1023\_0108958 | 14 | 7 | 17 |
| 1023\_0109716 | 27 | 8 | 10 |
|  | Test | Mittelstuffe | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_WAHR\_MEAN** | **AVG\_WAHR\_MODE** |  |  |
| 9,7 | 8 |  |  |
|  | Test | Mittelstuffe | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_FALSCH\_MEAN** | **AVG\_FALSCH\_MODE** |  |  |
| 14,5 | 17 |  |  |
|  | Test | Mittelstuffe | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_UNBEKANNT\_MEAN** | **AVG\_UNBEKANNT\_MODE** |  |  |
| 16,4 | 17 |  |  |
|  | Test | Mittelstuffe | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **general\_mother\_tongue** | **general\_cefr** | **txt\_len\_in\_char** |
| 1031\_0002079 | English | C1 | 1671 |
| 1031\_0002043 | English | C1 | 1497 |
| 1031\_0002185 | English | C1 | 1929 |
| 1031\_0002187 | English | C1 | 1123 |
| 1031\_0003354 | English | C1 | 1276 |
| 1031\_0001703 | French | C1 | 1293 |
| 1031\_0003077 | French | C1 | 1612 |
| 1031\_0003274 | French | C1 | 1372 |
| 1031\_0002195 | French | C1 | 1189 |
| 1031\_0003314 | French | C1 | 1560 |
|  | Test | Fortgeschritten | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **ART\_NICHT** | **PREP\_NICHT** | **EINFACH\_NICHT** |
| 1031\_0002079 | 0 | 3 | 8 |
| 1031\_0002043 | 0 | 3 | 5 |
| 1031\_0002185 | 0 | 3 | 13 |
| 1031\_0002187 | 0 | 0 | 6 |
| 1031\_0003354 | 0 | 3 | 6 |
| 1031\_0001703 | 0 | 4 | 12 |
| 1031\_0003077 | 0 | 1 | 15 |
| 1031\_0003274 | 0 | 4 | 3 |
| 1031\_0002195 | 0 | 3 | 8 |
| 1031\_0003314 | 0 | 1 | 10 |
|  | Test | Fortgeschritten | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| **general\_author\_id** | **GESAMT\_UNBEKANNT** | **GESAMT\_WAHR** | **GESAMT\_FALSCH** |
| 1031\_0002079 | 36 | 12 | 11 |
| 1031\_0002043 | 25 | 9 | 8 |
| 1031\_0002185 | 37 | 19 | 16 |
| 1031\_0002187 | 23 | 7 | 6 |
| 1031\_0003354 | 23 | 11 | 9 |
| 1031\_0001703 | 32 | 9 | 16 |
| 1031\_0003077 | 26 | 8 | 16 |
| 1031\_0003274 | 19 | 9 | 7 |
| 1031\_0002195 | 10 | 9 | 11 |
| 1031\_0003314 | 35 | 5 | 11 |
|  | Test | Fortgeschritten | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_WAHR\_MEAN** | **AVG\_WAHR\_MODE** |  |  |
| 9,8 | 9 |  |  |
|  | Test | Fortgeschritten | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_FALSCH\_MEAN** | **AVG\_FALSCH\_MODE** |  |  |
| 11,1 | 11 |  |  |
|  | Test | Fortgeschritten | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| **AVG\_UNBEKANNT\_MEAN** | **AVG\_UNBEKANNT\_MODE** |  |  |
| 26,6 | 23 |  |  |
|  | Test | Fortgeschritten | 8 |
| GRUPPEN\_NAMEN | P\_VALUE | ALTERNATIVE | DF |
| A1 | 0,051316702 | two.sided | 2 |
|  | Test | statistical\_data | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **ESTIMATE** | **CONF\_INT\_LOWER** | **CONF\_INT\_UPPER** |
| A1 | 1,5 | -6,042434922 | 0,042434922 |
| A1 | 4,5 | -6,042434922 | 0,042434922 |
|  | Test | statistical\_data | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **STATISTIC** | **METHOD** |  |
| A1 | -4,242640687 | Welch Two Sample t-test |  |
|  | Test | statistical\_data | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **P\_VALUE** | **ALTERNATIVE** | **DF** |
| A2 | UNK | UNK | UNK |
|  | Test | statistical\_data | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **ESTIMATE** | **CONF\_INT\_LOWER** | **CONF\_INT\_UPPER** |
| A2 | UNK | UNK | UNK |
|  | Test | statistical\_data | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **STATISTIC** | **METHOD** |  |
| A2 | UNK | UNK |  |
|  | Test | statistical\_data | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **P\_VALUE** | **ALTERNATIVE** | **DF** |
| B1 | UNK | UNK | UNK |
|  | Test | statistical\_data | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **ESTIMATE** | **CONF\_INT\_LOWER** | **CONF\_INT\_UPPER** |
| B1 | UNK | UNK | UNK |
|  | Test | statistical\_data | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **STATISTIC** | **METHOD** |  |
| B1 | UNK | UNK |  |
|  | Test | statistical\_data | 9 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **P\_VALUE** | **ALTERNATIVE** | **DF** |
| B2 | 0,152471289 | two.sided | 5,638608643 |
|  | Test | statistical\_data | 10 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **ESTIMATE** | **CONF\_INT\_LOWER** | **CONF\_INT\_UPPER** |
| B2 | 11,75 | -1,509312423 | 7,509312423 |
| B2 | 8,75 | -1,509312423 | 7,509312423 |
|  | Test | statistical\_data | 11 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **STATISTIC** | **METHOD** |  |
| B2 | 1,653534764 | Welch Two Sample t-test |  |
|  | Test | statistical\_data | 12 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **P\_VALUE** | **ALTERNATIVE** | **DF** |
| C1 | 0,158357161 | two.sided | 5,130332397 |
|  | Test | statistical\_data | 13 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **ESTIMATE** | **CONF\_INT\_LOWER** | **CONF\_INT\_UPPER** |
| C1 | 11,6 | -1,965763628 | 9,165763628 |
| C1 | 8 | -1,965763628 | 9,165763628 |
|  | Test | statistical\_data | 14 |

|  |  |  |  |
| --- | --- | --- | --- |
| **GRUPPEN\_NAMEN** | **STATISTIC** | **METHOD** |  |
| C1 | 1,650057295 | Welch Two Sample t-test |  |
|  | Test | statistical\_data | 15 |

|  |  |  |  |
| --- | --- | --- | --- |
| **A1\_EN\_AVG\_WAHR** | **A1\_EN\_AVG\_FALSCH** | **A1\_EN\_AVG\_UNBEKANNT** |  |
| 1,5 | 3 | 4,5 |  |
|  | Test | averages | 1 |

|  |  |  |  |
| --- | --- | --- | --- |
| **A1\_FR\_AVG\_WAHR** | **A1\_FR\_AVG\_FALSCH** | **A1\_FR\_AVG\_UNBEKANNT** |  |
| 4,5 | 1,5 | 9 |  |
|  | Test | averages | 2 |

|  |  |  |  |
| --- | --- | --- | --- |
| **A2\_EN\_AVG\_WAHR** | **A2\_EN\_AVG\_FALSCH** | **A2\_EN\_AVG\_UNBEKANNT** |  |
| 2 | 14 | 7 |  |
|  | Test | averages | 3 |

|  |  |  |  |
| --- | --- | --- | --- |
| **A2\_FR\_AVG\_WAHR** | **A2\_FR\_AVG\_FALSCH** | **A2\_FR\_AVG\_UNBEKANNT** |  |
| 5 | 5 | 2 |  |
|  | Test | averages | 4 |

|  |  |  |  |
| --- | --- | --- | --- |
| **B1\_EN\_AVG\_WAHR** | **B1\_EN\_AVG\_FALSCH** | **B1\_EN\_AVG\_UNBEKANNT** |  |
| 6 | 6 | 17 |  |
|  | Test | averages | 5 |

|  |  |  |  |
| --- | --- | --- | --- |
| **B1\_FR\_AVG\_WAHR** | **B1\_FR\_AVG\_FALSCH** | **B1\_FR\_AVG\_UNBEKANNT** |  |
| 9 | 9 | 10 |  |
|  | Test | averages | 6 |

|  |  |  |  |
| --- | --- | --- | --- |
| **B2\_EN\_AVG\_WAHR** | **B2\_EN\_AVG\_FALSCH** | **B2\_EN\_AVG\_UNBEKANNT** |  |
| 11,75 | 18,5 | 17 |  |
|  | Test | averages | 7 |

|  |  |  |  |
| --- | --- | --- | --- |
| **B2\_FR\_AVG\_WAHR** | **B2\_FR\_AVG\_FALSCH** | **B2\_FR\_AVG\_UNBEKANNT** |  |
| 8,75 | 14 | 17,25 |  |
|  | Test | averages | 8 |

|  |  |  |  |
| --- | --- | --- | --- |
| **C1\_EN\_AVG\_WAHR** | **C1\_EN\_AVG\_FALSCH** | **C1\_EN\_AVG\_UNBEKANNT** |  |
| 11,6 | 10 | 28,8 |  |
|  | Test | averages | 9 |

|  |  |  |  |
| --- | --- | --- | --- |
| **C1\_FR\_AVG\_WAHR** | **C1\_FR\_AVG\_FALSCH** | **C1\_FR\_AVG\_UNBEKANNT** |  |
| 8 | 12,2 | 24,4 |  |
|  | Test | averages | 10 |