library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.0 --

## v ggplot2 3.3.2 v purrr 0.3.4  
## v tibble 3.0.4 v dplyr 1.0.2  
## v tidyr 1.1.2 v stringr 1.4.0  
## v readr 1.4.0 v forcats 0.5.0

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

library(tidymodels)

## -- Attaching packages -------------------------------------- tidymodels 0.1.2 --

## v broom 0.7.2 v recipes 0.1.15  
## v dials 0.0.9 v rsample 0.0.8   
## v infer 0.5.4 v tune 0.1.2   
## v modeldata 0.1.0 v workflows 0.2.1   
## v parsnip 0.1.5 v yardstick 0.0.7

## -- Conflicts ----------------------------------------- tidymodels\_conflicts() --  
## x scales::discard() masks purrr::discard()  
## x dplyr::filter() masks stats::filter()  
## x recipes::fixed() masks stringr::fixed()  
## x dplyr::lag() masks stats::lag()  
## x yardstick::spec() masks readr::spec()  
## x recipes::step() masks stats::step()

library(lubridate)

##   
## Attaching package: 'lubridate'

## The following objects are masked from 'package:base':  
##   
## date, intersect, setdiff, union

bike\_cleaned <- read\_csv("C:/Users/Karibu/Desktop/UNCW/Spring 1 2021/BAN 502/Module 3/bike\_cleaned.csv")

##   
## -- Column specification --------------------------------------------------------  
## cols(  
## instant = col\_double(),  
## dteday = col\_character(),  
## season = col\_character(),  
## mnth = col\_character(),  
## hr = col\_double(),  
## holiday = col\_character(),  
## weekday = col\_character(),  
## workingday = col\_character(),  
## weathersit = col\_character(),  
## temp = col\_double(),  
## atemp = col\_double(),  
## hum = col\_double(),  
## windspeed = col\_double(),  
## casual = col\_double(),  
## registered = col\_double(),  
## count = col\_double()  
## )

bike = bike\_cleaned

bike = bike %>% mutate(dteday = mdy(dteday))  
bike <- mutate\_if(bike, is.character, as.factor)  
bike$hr <- as.factor(bike$hr)

set.seed(1234)  
bike\_split = initial\_split(bike, prob = 0.70, strata = count)  
train = training(bike\_split)  
test = testing(bike\_split)

There are 4343 rows of data in testing and 13036 in training.

bike2 = train %>% dplyr::select(season, mnth, hr, holiday,weekday, temp,weathersit)

bike\_recipe = recipe(count ~ temp, train)  
lm\_model =  
linear\_reg()%>%  
set\_engine("lm")  
  
lm\_flow=  
 workflow()%>%  
 add\_model(lm\_model)%>%  
 add\_recipe(bike\_recipe)  
  
lm\_fit= fit(lm\_flow, train)

summary(lm\_fit$fit$fit$fit)

##   
## Call:  
## stats::lm(formula = ..y ~ ., data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -290.93 -109.61 -32.50 75.73 745.37   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -0.9633 4.0000 -0.241 0.81   
## temp 381.9134 7.4991 50.928 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 165.2 on 13034 degrees of freedom  
## Multiple R-squared: 0.166, Adjusted R-squared: 0.1659   
## F-statistic: 2594 on 1 and 13034 DF, p-value: < 2.2e-16

predict\_train <- predict(lm\_fit,train)  
predict\_train

## # A tibble: 13,036 x 1  
## .pred  
## <dbl>  
## 1 90.7  
## 2 83.1  
## 3 83.1  
## 4 90.7  
## 5 90.7  
## 6 83.1  
## 7 75.4  
## 8 90.7  
## 9 121.   
## 10 137.   
## # ... with 13,026 more rows

Task 4: Use the predict functions to make predictions (using your model from Task 3) on thetrainingset.Hint: Be sure to store the predictions in an object, perhaps named “predict\_train” or similar.Develop a histogram of the predictions (Hint: The predictions are likely stored in a variable called “.pred” inyour predictions object). Comment on the distribution of the predictions.

ggplot(predict\_train,aes(x=.pred))+  
geom\_histogram()

## `stat\_bin()` using `bins = 30`. Pick better value with `binwidth`.

![](data:image/png;base64,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)

bike\_recipe\_2 = recipe(count ~ temp, test)  
lm\_model =  
linear\_reg()%>%  
set\_engine("lm")  
  
lm\_flow=  
 workflow()%>%  
 add\_model(lm\_model)%>%  
 add\_recipe(bike\_recipe)  
  
lm\_fit= fit(lm\_flow, test)

summary(lm\_fit$fit$fit$fit)

##   
## Call:  
## stats::lm(formula = ..y ~ ., data = data)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -292.72 -111.55 -33.82 79.85 723.82   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.732 7.078 0.386 0.7   
## temp 379.469 13.312 28.505 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 167.9 on 4341 degrees of freedom  
## Multiple R-squared: 0.1577, Adjusted R-squared: 0.1575   
## F-statistic: 812.5 on 1 and 4341 DF, p-value: < 2.2e-16

The R squared of the test model is smaller than the fitting model, hence the model is not overfitting.