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**开题报告的内容**

# **课题来源、项目名称**

项目名称：网络流量异常检测技术的研究和应用

# **文献综述部分**

## 本课题相关领域的历史、现状和前沿发展情况

### 网络流量异常检测历史

随着信息和通讯技术的快速发展，网络已成为人们日常生活中不可或缺的信息传播媒介。然而，通信网络本身的开放性以及其承载协议的开放性在为人们带来便利的同时，也给网络安全带来了极大的隐患。为保证网络的安全、高效运行，减少各种异常事件对通信网络正常业务的危害，构建可信的通信网络环境，就必须实时、准确地对通信网络的运行情况进行分析和监测，发现网络运行中存在的安全隐患，以便及时制定相应的网络策略对潜在问题进行响应。网络流量异常

检测作为确保网络安全的基础工作，已成为目前全世界学术界和工业界共同关注的前沿研究课题之一。 流量异常检测起源于 20 世纪 90 年代初期。1990 年，卡迈基梅隆大学的 R. A. Maxion 在文献[1]中首次提出对网络流量的异常检测。他将网络中的流量行为分为“正常”和“异常”两类：符合预期的网络流量行为定义为正常行为，而与“正常”网络流量行为偏离较大的行为定义为异常行为。基于正常行为和异常行为的定义，他提出了一种网络异常行为的诊断方法，通过分析网络流量数据的构成，构建流量正常行为的模型，从而对网络中流量异常行为进行实时检测。与入侵检测中常见的误用检测相比，流量异常检测的优势在于不需要对网络流量异常进行定义，并且能够检测出未知的流量异常行为。

网络流量异常检测具有两方面的意义：第一，流量异常检测能够发掘出可能对网络本身或其承载的数据业务造成危害的异常行为，从而使得网络管理员能够及时采取相应措施，降低这些异常行为所造成的危害，保证网络的安全运行；第二，流量异常检测能够发现网络中流量行为的新趋势，从而使得网络运营商能够根据流量行为的特点，调整网络规划，优化网络资源的配置，保证网络的高效运行。

近年来，随着互联网的迅猛发展，越来越多的新型网络应用逐渐兴起，网络规模不断扩大，网络组成也越来越复杂。作为增强网络可控性的基础技术之一，网络流量分类对帮助互联网服务提供商了解网络运行状态、优化网络运营与管理具有重要的意义。借助网络流量分类，网络管理者可以实时将网络中所有流量按不同应用类型进行划分与分析，为部署服务质量控制（QoS） 机制提供依据，并针对不同类型的应用提供不同的服务质量等级，从而避免减轻网络拥塞，确保关键业务服务质量，维持网络高效通畅运行。同时，依靠流量分类，网络服务提供商可以预测网络业务的发展趋势，合理的规划网络基础体系结构，使用户得到更好的上网体验。另外，在网络安全方面，流量分类是入侵检测系统（ intrusion detection system， IDS） 的核心部分，可发现网络中的突发流量（ 如蠕虫传播、大规模分布式拒绝服务攻击等） 与未知协议流量，从而及时采取防御遏制措施。[1][2]

网络流量分类在过去的二十年间主要分为三个历史阶段。[3]第一阶段，使用传输层（TCP、UDP）端口推断应用类型。该方法是基于RFC1340所提出的端口注册机制，即IANA对公用端口[0-1023]和注册端口[1024-49151]进行管理与分配，通过协议所用的端口可以快速判断应用类型。第二阶段，基于有效载荷（payload-based）的分类方法。第三阶段，基于机器学习及其它技术的分类方法。

下图展现了在流量分类历史上的一些主要事件，其中横轴表示时间，纵轴表示被IEEEXplore检索的文章数。

### 网络流量分类方法与评述

目前，对于网络流量进行分类的研究主要包括四类：基于端口号的分类方法、基于有效载荷的分类方法、基于主机行为的分类方法，以及基于机器学习的分类方法。其中，每一类方法又有其不同的实现方法。

#### 基于端口号的分类方法

传统的流分类方法依赖于对TCP或UDP数据包中端口号的分析，将熟知的端口（IANA指定）进行映射来识别不同的应用类型。位于网络中的分类器只需要找到一次TCP连接中的SYN包，并从这个SYN包中找到目的端口号即可。UDP也使用类似的方法（尽管不像TCP一样具有建立连接和连接状态维护的过程）。

这种方法的实现原理简单，适用于高速网络上的实时流量分类[4]。然而，它也面临着一系列问题： （1）大量的新应用没有IANA注册端口，而使用随机或用户定义的端口；（2）应用设计者或用户使用其它端口隐藏自身流量，规避过滤器和防火墙；（3）IPv4地址用完导致网络负载和端口地址复用。[5]如服务器使用同一IP地址的不同端口提供不同服务。正是这些不可规避的因素导致此种分类方法的精确度大大降低。

#### 基于有效载荷的流量分类方法

为了更加有效地避免基于端口的分类方法的不足，一种新的网络流量分类的方法被提出，这种方法通过分析包的有效载荷对网络流量类型进行识别，该方法也被称为“深层包检测（DPI）”。该方法具有较高的准确性[6]，并且被应用于一些商业软件产品和开源项目中，如部署在Linux核心防火墙。在此方法中，对数据包的有效载荷进行分析，以确定是否含有给定协议特有的已知模式、关键字和正则表达式。网站[7]给出了全面的已知模式的列表。此外，在进行系统入侵检测时，使用DPI方法识别网络异常是必要的预备步骤。

虽然该方法具有很高的分类准确率，但分析代价太大，因为要进行大量的包存取操作，并且在现代架构中存储器的读写速度一直是计算效率提高的瓶颈。此外，DPI方法的另一大缺点是关键字或模式通常要人工发掘，十分繁琐且准确率不高。而且十分重要的一点是这种方法无法应用于私有协议或加密流量，而且直接分析应用层的内容会带来隐私侵犯和安全性等问题。[5]

#### 基于主机行为的流量分类方法

为了弥补基于端口号和有效负载的流分类方法存在的缺陷，研究者提出一种基于主机行为的流分类方法，该方法通过分析主机在传输层的行为模式来进行流量分类，主要具有以下三个特点：（1）无需解读数据包的负载，因而不会涉及隐私侵犯的问题；（2）不需要知道与端口号相关的信息，因而不会被其误导；（3）只需要在路由器上就能够获取到的NetFlow信息，因而不需要额外的设备开销。正是由于这些特点，并且该方法可以和关联分析相结合，故可以应用于网络异常检测。[8]

虽然这种基于主机行为的流分类方法在一定程度上改善了基于端口和负载方法存在的问题，但其自身也存在一定的限制：（1）它无法识别一些特定应用的子类型，例如，它可以识别出P2P类型的流量，但却无法进一步识别是哪种P2P应用产生的流量；（2）该方法依赖于数据包首部中各个域之间的关系，因此当传输层首部被加密时，该方法无法使用；（3）当使用网络地址转换（NAT）时，只能通过服务器使用的不同端口号来区分，对分类准确率具有一定的影响。[9]

#### 基于机器学习的流量分类方法

为了克服上述方法的不足，近年来许多研究者开始利用机器学习方法解决流量分类问题。机器学习方法不依赖匹配协议端口或解析协议内容识别网络应用，而是利用流量在传输过程中表现出来的“网络流”（flow）的各种统计特征区别网络应用，方法本身不受动态端口、载荷加密甚至网络地址转换的影响。[10] 机器学习方法分为两大类，即基于有监督的算法和基于无监督的算法。

有监督机器学习分类是基于已标注类型的样本集进行机器学习并建立分类规则，将未知样本分类为已知的类型。有监督机器学习方法一般检测率高，但要求样本数据事先正确标记类别，无法对未知应用类型的流量进行分类；为生成具有良好的泛化性能的检测模型，往往需要利用大规模标注过的训练数据提高学习算法结果的准确度，但是标记必须由人手工完成。[11]

无监督机器学习方法根据流量统计特征的相似性进行聚合分簇，然后建立各个簇与类的映射关系。无监督机器学习具有能够自动发现新应用的特点，适用于网络流量不断变化的情形，如新应用的出现快于对应用特征的采集和识别。但是其检测精度与分类速度明显低于有监督的分类方法。[12]

基于机器学习的流量分类技术经过近年来的不断发展，已经取得了长足的进步。但基于机器学习的流量分类技术的实际应用仍受到很多问题的困扰，其主要挑战包括：（1）样本标注的效率瓶颈。（2）样本分布不均，实际网络流量中，web、mail、p2p 三类网络应用占绝大部分。（3）不能很好地进行实时分类。

### 目前存在的障碍和未来发展方向

#### 可用的数据和标准

对于流量分类来说最明显的问题就是网络研究中数据获得的问题。平衡个人隐私、数据安全、重要基础设施的保护和科学研究的关系对于法律、政策制定者和研究人员来说是一项长久的挑战。

目前有一些应对方案，但是并不能完全解决。（1）使用陈旧数据使隐私问题最小化。这样受限于样本集，对现实网络分类准确率一定不高。（2）把分类算法交给数据管理者进行测试，返回结果。数据管理者出于各种考虑，并不太愿意如此做。（3）对流量进行预处理，替换掉其中隐私信息。但是现有工具不能很好的识别、标记隐私信息。[13]

#### 网络的发展对流量分类的影响

并不存在完美的分类技术，并且随着网络的发展，原先的使用端口识别的方法准确性大大降低，目前仍有一些发展趋势使流量分类变得更加困难。（1）协议封装，如HTTP隧道技术。这使得分类器需要更为完整的负载检测或更为复杂的协议分析机制，才能准确识别流量。（2）流量加密，大大增加了特征值的提取的难度。（3）支持多种服务的应用，由于不同服务的评判标准不同（服务质量、安全政策），所以对此类流量不仅仅是识别流量所对应的应用，而且要识别应用所对应的服务（信号，视频流、聊天、数据转换）。

#### 可扩展性

网络流量分类的另一大挑战就是实时在线分析，由于在每一维度上网络基础设施大量增长（如带宽），并且要权衡准确性、性能和开销，这使得在线分析变得困难。为应对在线分析的复杂性，早期的研究均是对系统进行了一定的简化处理。如DPI分类器，不是减少了每个流负载的检测长度，就是简化了模式匹配方法。[14]一些研究人员表明：在特征个数受限情况下，每个流中包含4-5个包就能达到最大的准确度。[15] 在[16]中，作者分析了一个在线分类器中特征的计算复杂性，其中最大的复杂度是O(n\*log(n))，源端口、目的端口、初始窗口byte数的复杂度是O(1)，大多数复杂度是O(n)。

架构设计也会影响性能，随着并行计算的发展，对算法和系统进行多核并行运算优化也是未来研究方向之一。[17][18]

#### 分类技术集成

由于某些方法对于特定的类具有更好的分类性能，一个可以结合不同方法的系统相对于单一分类器就可能获得更好的准确性。这种思想已经广泛地应用于网络异常和入侵检测系统当中，但是流量分类领域鲜有涉及。可以对同一流量使用不同的分类方法，然后通过某种方法（随机选择、最大似然、Dempster–Shafer方法）综合各自结果。虽然这种结合不同方法的分类器增加了计算的复杂性，但是相对于单一分类器，它可以降低获取同等准确度分类所需的流的数量，从而可以减少分类时间。[19]

## 前人的研究成果

### 流量分类的层次划分

目前，对网络流量分类的研究很广泛，使用的方法也很多，但主要是基于以下三个层面的：

（1）Packet-level的流量分类：主要关注数据包（packet）的特征及其到达过程，如数据包大小分布、数据包到达时间间隔的分布等。

（2）Flow-level的流量分类：主要关注流（flow）的特征及其到达过程，可以为一个TCP连接或者一个UDP流。其中，流通常指一个由源IP地址、源端口、目的IP地址、目的端口、应用协议组成的五元组。

（3）Stream-level的流量分类：主要关注主机对及它们之间的应用流量，通常指一个由源IP地址、目的IP地址、应用协议组成的三元组，适用于在一个更粗粒度上研究骨干网的长期流量统计特性。

在上述三个层面的流量分类中，使用最广泛的是Flow-level的流量分类。这种以流为单位分析网络中传输数据的方法，是分组交换网络发展的必然需求。[1]

### 分类方法性能评估策略

模型评估是指评价分类模型在未知样本集上处理分类问题的能力，其关键指标是对未知样本的预测准确率。通常用于衡量分类准确率的评估标准，主要包括以下三个方面：

TP（true positive）：类型i中的样本被分类模型正确预测的样本数，记为TPi。

FN（false negative）：类型i中的样本被分类模型预测为其它类型的样本数，记为FNi。

FP（false positive）：不属于类型i的样本被分类模型预测为类型i 的样本数，记为FPi 。

基于以上概念，下面给出评价分类模型准确性的4个常用指标: 类准确率（ recall） 、类可信度（ precision）、整体准确率（ overall recall）以及综合评价指标（F-mesure）的描述，计算方法如公式（1）～（ 4） 所示：

![](data:image/x-wmf;base64,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)

（1）

![](data:image/x-wmf;base64,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)

（2）

![](data:image/x-wmf;base64,183GmgAAAAAAACAVQAgACQAAAABxQwEACQAAAzAFAAAEABYBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJACCAVCwAAACYGDwAMAE1hdGhUeXBlAADgARIAAAAmBg8AGgD/////AAAQAAAAwP///6r////gFAAA6gcAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAiAEnQwFAAAAEwIgBMMUBQAAAAkCAAAAAgUAAAAUAvYDfg8cAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AwPF6AFjpGABDQN91QBLldQQAAAAtAQEACQAAADIKAAAAAAEAAAAxHLwBBQAAABQC6AepDRwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAg8XoAWOkYAENA33VAEuV1BAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAMVC8AQUAAAAUAocC2BAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AQPF6AFjpGABDQN91QBLldQQAAAAtAQEABAAAAPABAgAKAAAAMgoAAAAAAgAAAFRQ8AAAAwUAAAAUAoAENgAcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AYPR6AFjpGABDQN91QBLldQQAAAAtAQIABAAAAPABAQAhAAAAMgoAAAAAEQAAAG92ZXJhbGxfcmVjYWxsaT0gALsAuwCtAIIArQBqAGoAwACCAK0ArQCtAGoA6gEmAdgAAAMFAAAAFAJ5Bk4SHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKDzegBY6RgAQ0DfdUAS5XUEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAABGTtMAAAMFAAAAFAL/AP8OHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuACDxegBY6RgAQ0DfdUAS5XUEAAAALQECAAQAAADwAQEACQAAADIKAAAAAAEAAABtebwBBQAAABQC6gJ1EhwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBA8XoAWOkYAENA33VAEuV1BAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAaXm8AQUAAAAUAvYDwA4cAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AgPJ6AFjpGABDQN91QBLldQQAAAAtAQIABAAAAPABAQAJAAAAMgoAAAAAAQAAAGl5vAEFAAAAFALxBCoNHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAADyegBY6RgAQ0DfdUAS5XUEAAAALQEBAAQAAADwAQIACQAAADIKAAAAAAEAAABtqbwBBQAAABQC3AZ2EBwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBA8XoAWOkYAENA33VAEuV1BAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAaWnUA7wBBQAAABQC6AfrDBwAAAD7AiL/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAA83oAWOkYAENA33VAEuV1BAAAAC0BAQAEAAAA8AECAAkAAAAyCgAAAAABAAAAaai8AQUAAAAUAnkG+Q4cAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AYPR6AFjpGABDQN91QBLldQQAAAAtAQIABAAAAPABAQAKAAAAMgoAAAAAAgAAAFRQ0wAAAwUAAAAUAvYDDw8cAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdWYTZqtAEuV1gPR6AFjpGABDQN91QBLldQQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAD1pvAEFAAAAFALoBzoNCQAAADIKAAAAAAEAAAA9qLwBBQAAABQCeQYmERwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB1ZhNmq0AS5XVg9HoAWOkYAENA33VAEuV1BAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAK1AAAwUAAAAUAt8CiQ4cAAAA+wLA/QAAAAAAAJABAAAAAQACABBTeW1ib2wAdWYTZqtAEuV1APN6AFjpGABDQN91QBLldQQAAAAtAQEABAAAAPABAgAJAAAAMgoAAAAAAQAAAOVQgAQFAAAAFALRBrQMCQAAADIKAAAAAAEAAADlAIAEBQAAABQCgAR5CBwAAAD7AoD+AAAAAAAAkAEAAACGAAIAAMvOzOUA5891ZhNmq0AS5XVg9HoAWOkYAENA33VAEuV1BAAAAC0BAgAEAAAA8AEBAAoAAAAyCgAAAAACAAAAo6jqAQAAHAAAAPsCgP4AAAAAAACQAQAAAIYAAgAAy87M5QDnz3VmE2arQBLldaD0egBY6RgAQ0DfdUAS5XUEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAACjqQADAAAWAQAAJgYPACICQXBwc01GQ0MBAPsBAAD7AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCBbwACAIF2AAIAgWUAAgCBcgACAIFhAAIAgWwAAgCBbAACAIFfAAIAgXIAAgCBZQACAIFjAAIAgWEAAgCBbAACAIFsAAIAjAj/AgCBaQACAIwJ/wIAgT0AAgCBIAADAAsAAAEAAwAQcAABAAALAQACAINpAAIEhj0APQIAiDEAAAEAAgCDbQAADQIEhhEi5QAKAgCBVAACAIFQAAMAGwAACwEAAgCDaQAAAQEAAAoBAAMAEHAAAQAACwEAAgCDaQACBIY9AD0CAIgxAAABAAIAg20AAA0CBIYRIuUACgIAg1QAAgCDUAADABsAAAsBAAIAg2kAAAEBAAoCBIYrACsCAIFGAAIAgU4AAwAbAAALAQACAINpAAABAQAAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIUAAkAAAAAALwCAAAAhgECAiJTeXN0ZW0AAGYTZqsAAAoALACKBP////8A8xgArGHedQQAAAAtAQMABAAAAPABAQADAAAAAAA=)

（3）

![](data:image/x-wmf;base64,183GmgAAAAAAAKAVIAQACQAAAACRTwEACQAAA9gCAAAEAAIBAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgBKAVCwAAACYGDwAMAE1hdGhUeXBlAADgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gFQAA1QMAAAgAAAD6AgAAEwAAAAAAAAIEAAAALQEAAAUAAAAUAgACcQgFAAAAEwIAAk0VBQAAAAkCAAAAAgUAAAAUAnABhQgcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AAPJ6AFjpGABDQN91QBLldQQAAAAtAQEACQAAADIKAAAAAAEAAAAyHQADBQAAABQCYAJAABwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg8noAWOkYAENA33VAEuV1BAAAAC0BAgAEAAAA8AEBABkAAAAyCgAAAAAMAAAARi1tZWFzdXJlID0g0wB9ACUBrQCtAJUAwACCAK0AYADYAAADBQAAABQCcAG5ChwAAAD7AoD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCg83oAWOkYAENA33VAEuV1BAAAAC0BAQAEAAAA8AECAB4AAAAyCgAAAAAPAAAAcHJlY2lzaW9ucmVjYWxsAMAAlQCtAK0AagCVAGoAwAASApUArQCtAMAAagAAAwUAAAAUAooDpwkcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AQPN6AFjpGABDQN91QBLldQQAAAAtAQIABAAAAPABAQAeAAAAMgoAAAAADwAAAHByZWNpc2lvbnJlY2FsbADAAJUArQCtAGoAlQBqAMAAMwKVAK0ArQDAAGoAAAMFAAAAFAJwAX4JHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHV3HWZtQBLldWD0egBY6RgAQ0DfdUAS5XUEAAAALQEBAAQAAADwAQIACgAAADIKAAAAAAIAAAC0tBUHAAMFAAAAFAKKA48PCQAAADIKAAAAAAEAAAArHQADAgEAACYGDwD5AUFwcHNNRkNDAQDSAQAA0gEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAgUYAAgCBLQACAIFtAAIAgWUAAgCBYQACAIFzAAIAgXUAAgCBcgACAIFlAAIAgSAAAgCBPQACAIEgAAMACwAAAQACAIgyAAIEhtcAtAIAg3AAAgCDcgACAINlAAIAg2MAAgCDaQACAINzAAIAg2kAAgCDbwACAINuAAIEhtcAtAIAg3IAAgCDZQACAINjAAIAg2EAAgCDbAACAINsAAABAAIAg3AAAgCDcgACAINlAAIAg2MAAgCDaQACAINzAAIAg2kAAgCDbwACAINuAAIEhisAKwIAg3IAAgCDZQACAINjAAIAg2EAAgCDbAACAINsAAAAAAAACgAAACYGDwAKAP////8BAAAAAAAIAAAA+gIAAAAAAAAAAAAABAAAAC0BAgAcAAAA+wIUAAkAAAAAALwCAAAAhgECAiJTeXN0ZW0AAHcdZm0AAAoALACKBP////8A8xgArGHedQQAAAAtAQMABAAAAPABAQADAAAAAAA=)

（4）

在这4个评测指标中，分类模型的整体准确率和综合评价指标应用最广。整体准确率它反映了分类模型正确预测样本数占总样本数的比例，这个指标用于测量分类器在全部样本数据上的准确性。综合评价指标用于评估分类器对每个具体类的准确性。[10]

### 网络流量分类研究成果

在过去的20多年中，随着网络规模的急剧增大和网络应用的爆发式增长，不断有一些新的挑战出现。在此过程中网络流量分类也逐步发展，并取得了长足的进步。

科研人员对此进行了大量的工作，如 [20]对不同端点之间的连接图进行行为分析，表明P2P和C/S应用有着不同行为模式和连接图，并且证明此种方法可应用于主干网络。[21]利用启发式算法提高非监督流量聚类的性能，使用BoF（Bags of flows）作为相关信息的模型，大大提高了分类准确度。[22]使用网络流量相关信息进行流量分类，解决了小样本条件下分类准确率不高问题，使用相关信息对流量进行一次聚合，使具有很强相关性的流量同属于一个BoF中，并且在数学上论证了此方法的有效性，该方法应用于具有IP负载的wide和isp数据集上，只关注TCP流量分类。[23]引入C4.5 决策树方法来处理流量分类问题． 该方法利用训练数据集中的信息熵来构建分类模型，并通过对分类模型的简单查找来完成未知网络流样本的分类。与NB 方法不同，C4.5 决策树不依赖于网络流样本分布的先验概率，因此在网络流样本分布变化时依然具有较好的分类准确率; 具有较快的流量分类速度，在对待测网络流样本进行分类时，仅需进行特征值比较，计算量小，在处理大规模流量分类问题时具有明显的性能优势。[24] 引入有监督的朴素贝叶斯( Naive bayes，NB) 机器学习方法进行流量分类与应用识别。为解决样本特征并不全部满足正态分布的问题，Moore 等人采用特征选择方法对特征集合进行过滤，并使用核密度估计对朴素贝叶斯方法进行了改进，分类准确率得到提高达到95%以上。[25] 提出一种基于支持向量机( support vector machine，SVM) 的流量分类方法。该方法利用非线性变换和结构风险最小化( structural risk minimization，SRM) 原则将流量分类问题转化为二次寻优问题，具有良好的分类准确率和稳定性。

## 本课题的创新之处

### 利用相关信息进行流量分类

本课题的创新之处在于发现网络流量之间的相关信息，并且利用它进行分类。通常传统的分类方法通常把流（flows）视为独立的实例，并不考虑它们之间的相关信息。[22]使用一个三元组（目的IP，目的端口、协议）表示流之间的信息，并且通过实验表明通过此种方法在训练样本非常小的情况下可以显著提高分类性能。

探寻流之间的其它相关信息，并验证其正确性是本课题下一步所需要进行的工作。

### 多种分类技术集成

对于模式分类,往往存在这样一种现象,不同的分类方法常常得到不同的分类效果，目前还不存在一种方法能够对所有的分类问题都有良好的分类表现。 [26] 大量的研究成果表明，集成多个分类器的分类学习性能,形成一个综合系统，能显著的改善系统的整体性能，并在实际应用发挥着越来越重要的作用。

本课题下一步的工作就是寻找一种性能优良的结合方法和分类结果综合方法，使分类器具有更高的准确性和更强的健壮性。
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# 研究计划部分

## 论文选题的立论、目的和意义

### 本文的立论

近年来Internet规模呈现爆炸式膨胀，网络用户规模在一段时期内呈指数增长，网络的传输容量和速度以及业务类型得到快速增长，使得 Internet成为一个综合性服务平台。快速发展的网络对网络性能分析和管理带来挑战。

早在二十世纪末互联网就已经实现网络全球覆盖，其体系结构异常庞大，网络的动态性、异构性和复杂性使得网络运行机制和行为错综复杂，难以实施网络的全面控制和管理。为了更好理解网络内部运行机制以及关联因素，为网络规划与设计提供支持，保障网络QoS，提升用户体验度，研究人员从全方面多角度对Internet 开展了研究工作。网络流量作为整个网络复杂性动态性的载体，同时网络流量反应了网络的现状和发展趋势，因此网络流量就是研究分析网络体系架构、实施网络管理、为网络安全提供保障的切入点，开展网络流量分析是理解网络动态行为用以建模和性能分析的重要途径。网络流量是网络性能研究的重要基础，所有的网络行为特点都可以通过网络流量分析来获得。

### 本文的目的

本文的目的是设计一个网络流量分类系统，该系统集成不同的分类算法，各算法分别对网络流量进行分类，得到各自结果，随后系统根据各分类算法产生的结果进行综合，得到最终的分类结果。该系统所用的算法在分类时使用流的相关信息提高在小样本条件下分类的准确度。

### 本文的意义

网络流量分类具有以下重要意义：（1）为网络规划提供技术支持。（2）为网络的安全提供可靠依据。（3）为网络综合管理提供实践依据。（4）是新型网络应用与网络协议研究的需求。

## 本课题主要研究内容

### 流的相关信息

（1）流的相关信息的发现

在网络流量分类研究中，通常把具有相同五元组（源IP地址、源端口、目的IP地址、目的端口、应用协议）的包的集合称为流（flow）。在以往的分类研究中，流只被视为独立的实例，它们之间的相关性往往被研究人员所忽视。

（2）使用流的相关信息的算法

寻找适当算法利用所发现的流的相关信息，例如朴素贝叶斯、最近邻居算法均可利用流的相关信息增加分类的准确性。

### 分类技术集成

（1）现有算法的集成

网络流量分类算法多种多样，如何选择相应的算法进行集成使系统在不同应用场景都具有良好的分类效果是一个亟待解决的问题。

（2）不同的分类算法结果综合

对于同一流量，不同的分类算法会产生不同的分类结果，如何对其产生的结果进行综合也是需要考虑的。

（3）计算、存储开销

由于使用多种算法对流量进行分类，所以计算、存储开销明显大于使用单一算法的分类器，那么对于计算开销、算法的选择和性能需求之间的平衡显得尤为重要。

### 测试数据

（1）特征的选择

目前很多特征选择的方法在选取特征时只考虑对单个特征的类别识别能力进行排序，然后选取得分最高的前k个特征。但由前k个强分类特征组成的特征子集并不一定具有很强的类别区分能力，因此这类特征选择方法不能直接从大量的特征中选出具有强类别识别能力的特征子集。在面对具体的高维特征选择问题时，现有的特征子集选择方法中，还不存在一种方法能够完全解决这类问题。特征选择方法通常为三类：包装法（wrapper）、过滤法（Filter）及嵌入法（Embedded）。

本课题将在综合考虑计算开销和分类精度的前提下，选取适当的特征提取方法。

（2）数据标记

对于数据分析问题,获取有用的监督信息（或称人工标记信息，有时也指类别标记）需要做大量繁琐的工作，耗费大量的时间、人力。

针对本课题具体内容，寻找到一种快速的机器标注方法，也是下个阶段所需要探索的。

## 研究方案

### 技术方案

#### 研究数据的获取

本课题对于数据的需求分为两个阶段：

第一阶段，研究主要集中在对流的相关信息的发掘和相应算法的分析、应用，此阶段只需要小规模数据对设想进行初步验证。故本阶段只需要使用Wireshark对本实验室的流量进行捕获。Wireshark可以捕获原始数据包，包括发送到正在运行的主机上的数据包和在其它主机在共享媒介上交换的数据包，完全满足此阶段对数据的要求。

第二阶段，研究主要集中在对假设方案的大规模验证上，对于通过第一阶段的假设，使用根大规模，更具有代表性的数据进行验证。此阶段的数据可以通过CAIDA（Center for Applied Internet Data Analysis）获得，CAIDA是最重要的互联网数据提供者之一，提供多种网络流量数据，可用于此阶段使用。

#### 软件框架设计方案

* 采用面向对象的软件设计方法，确定优化软件中的对象并设计所有公共接口
* 使用C++语言编写所有接口的代码

#### 算法设计测试方案

* 设计使流的相关信息的算法
* 使用C++实现算法
* 把不同算法组合为一个系统

### 实施方案所需条件

* 分好类的流量数据集
* 一台高性能计算机

# 本课题难点

* 流的相关信息发掘
* 不同算法结果的综合方法的选择
* 特征提取
* 系统的计算开销
* 样本数据集合的标注

# 预期的研究成果及创新点

* 发现新的流的相关信息
* 实现一个集成多种分类算法的系统，综合不同算法得到的结果，使该系统可适用于绝大多数网络环境，具有普遍性。

# 工作计划进度及经费预算

i. 2017年9月至2017年12月，进一步了解网络流量异常检测算法及算法设计。

ii. 2018年1月至2018年3月，设计算法、设计软件框架。

iii. 2018年4月至2018年7月，实现软件、模拟测试。

iv. 2018年8月至2018年12月，实际数据测试、改进软件功能，撰写。

v. 2019年1月至2019年6月，完成硕士学位论文。

|  |
| --- |
| **指导教师意见：**  **指导教师签名：**  **年 月 日** |
| **审核小组意见：**  **审核小组组长签字：**  **年 月 日** |
| **研究生根据审核小组意见对开题报告的改进措施：**  **年 月 日** |
| **备注：** |