# Введение

В настоящее время бурное развитие компьютерной техники и информационных технологий привело к тому, что компьютер, мобильные устройства и информационные технологии присутствуют во всех сферах жизни современного человека. Компьютеры и мобильные устройства стали неотъемлемой частью современного мира. Развитие компьютерной техники с момента изобретения интегральной схемы резко ускорилось и происходит невероятно быстрыми темпами и на сегодняшний день. Столь же стремительно развивается и процесс миниатюризации компьютеров. Первые электронно-вычислительные машины были огромными устройствами, весившими тонны, занимавшими целые комнаты и требовавшими большого количества обслуживающего персонала для успешного функционирования. В контрасте с этим, современные компьютеры — гораздо более мощные и компактные и гораздо менее дорогие — стали воистину вездесущими.

Такое стремительное и быстрое развитие компьютеров и уменьшение их размеров приводит к тому, что привычные для нас способы взаимодействия человека с компьютером становятся все менее удобными. И перед производителями современных устройств и компьютерных систем возникла новая задача – создание нового способа человеко-компьютерного взаимодействия. Взаимодействие между пользователем и компьютером традиционно происходит с помощью различного программного и аппаратного обеспечения, например, с помощью образов или объектов на экране, или с помощью данных, полученных от пользователя посредством аппаратных устройств ввода (клавиатура, мышь).

Человеко-компьютерное взаимодействие – это целое научное направление, которое существует и развивается в целях совершенствования методов взаимодействия человека (пользователя) и компьютера. И основной задачей этого научного направления является улучшение этого самого взаимодействия, снижение барьера между человеческой моделью того, чего хотят достичь пользователи, и пониманием компьютера поставленных перед ним задач. И взаимодействие с компьютером с помощью экрана, мышки и клавиатуры на протяжении долгого времени отлично справлялось с этой задачей.

Но теперь вернемся к проблеме уменьшения размеров устройств. Уже сейчас на рынке пользуются большой популярностью «умные» часы, фитнесс-браслеты, миниатюрные музыкальные плееры, устройства «умного дома». Все эти устройства могут поместиться на ладони человека. И управление ими с помощью клавиатуры или мышки (пусть даже сенсорного экрана) трудно назвать удобным. По этой причине, в области человеко-компьютерного взаимодействия появился новый интерфейс – управление устройствами с помощью голосовых команд.

Идея управление компьютером с помощью голосовых команд за последнее время развилась в совершенно новую сферу информационных технологий, о которой раньше можно было лишь прочитать в книжках в жанре научной фантастики. И название этой новой области информационных технологий – обработка естественного языка (*Natural Language Processing, NLP*) или понимание естественного языка (*Natural Language Understanding, NLU*). То есть общение с компьютером и управление им с помощью естественной речи так, будто пользователь общается с таким же человеком.

# Актуальность темы

Как уже было сказано выше, понимание естественной человеческой речи – это совершенной новый способ взаимодействия человека и компьютера, который призван облегчить обмен информацией между пользователем и устройством и сделать его максимально удобным и привычным для человека.

Обработка естественного языка - совместное направление искусственного интеллекта и математической лингвистики. Оно изучает проблемы компьютерного анализа и синтеза естественных языков. Применительно к искусственному интеллекту анализ означает понимание языка, а синтез — генерацию грамотного текста. Решение этих проблем будет означать создание более удобной формы взаимодействия компьютера и человека. Подобными исследованиями занимается огромное количество компаний и небезуспешно. Достаточно вспомнить такие популярные голосовые помощники на мобильных устройствах, как Siri от корпорации Aplle, Cortana от Microsoft, Google Now от Google, Alexa от Amazon, и бесконечное количество чат-роботов, например в том же Telegram.

Алгоритм работы всех этих систем можно представить следующим образом:

1. Распознавание речи. В первую очередь необходимо распознать, что именно сказал пользователь, получить текстовую фразу из голосовой команды.
2. Анализ текста. На этом этапе из сказанной пользователем фразы необходимо извлечь информацию, проанализировать ее, проанализировать характер высказывания, тональность текста, извлечь «смысл» сказанного, понять, чего именно хочет пользователь.
3. Генерация текста. На основе анализа пользовательского текста необходимо сформировать какой-то ответ системы на запрос. Так как речь идет о взаимодействии с пользователем путем естественной речи, то и ответ компьютера тоже должен быть сформирован в виде текста на естественном языке.
4. Синтез речи. Компьютеру или мобильному устройству необходимо произнести подготовленный ответ.

Очевидно, что основной проблемой при разработке систем понимания естественной речи является понимание смысла сказанной человеком фразы и генерация грамотного, логичного ответа для пользователя. И решение этих проблем крайне актуально и необходимо, если мы и дальше хотим создавать новые, более компактные, удобные и умные устройства.

Поэтому, в своей работе я предлагаю решение одной из проблем, с которой сталкиваются разработчики систем понимания естественной речи, на этапе понимания сказанного пользователем текста и извлечения из него информации для дальнейшего анализа.

# Формулировка проблемы

В современных информационных технологиях роль такой процедуры, как извлечение информации, всё больше возрастает. А в такой научной области как понимание естественного языка процесс извлечения информации из сказанного пользователем текста играет ключевую роль. Примером извлечения информации может быть поиск некоторых информационных конструкций— формально это записывается так: *НанеслиВизит(Компания-Кто, Компания-Кому, ДатаВизита),* — из новостных лент, таких как: «Вчера, 1 апреля 2007 года, представители корпорации Пепелац Интернэшнл посетили офис компании Гравицап Продакшнз». Главная цель такого преобразования — возможность анализа изначально «хаотичной» информации с помощью методов обработки данных. Решением такой задачи занимается компьютерная лингвистика - научное направление в области моделирования интеллектуальных процессов при создании систем искусственного интеллекта, которое ставит своей целью использование математических моделей для описания естественных языков.

Процесс извлечения информации (смысла) из сказанного пользователем текста по сути сводится к извлечению из текста следующих смысловых сущностей:

1. Извлечение намерения пользователя (Intents). Намерения представляют собой отображение того, что сказал пользователь, и какие меры должны быть приняты вашим программным обеспечением.
2. Извлечение действия (Actions). Действия соответствуют шагам, которые ваше приложение будет предпринимать, когда пользователь выразит определенные намерения. Действие может иметь параметры для указания некоторой информации для приложения.
3. Сохранение и извлечения контекста (Contexts). Контекст представляет собой историю диалога с пользователем, которая позволяет точнее определить смысл текущей фразы и дифференцировать различные намерения и действия пользователя в зависимости от того, что было сказано ранее.

Извлечение из текста (произнесенной фразы) причисленных выше смысловых сущностей – задача всех систем, которые занимаются пониманием естественной человеческой речи. И этот процесс основывается практически на одних и тех же алгоритмах обработки данных. Рассмотрим принцип работы большинства таких систем и определим проблемы, с которыми они сталкиваются.

Процесс определения намерений пользователя и требуемых от вашего приложения действий основан на описании некоторых грамматических шаблонов и словарей для синтаксиса естественного языка. Рассмотрим этот алгоритм на примере следующей фразы:

*Can you describe witness in case 12?*

Для того, чтобы система могла определить смысл сказанной фразы, необходимо описать некоторые шаблоны, которые будут относиться к одному конкретному намерению пользователя, назовем это намерение (Intent) – *DescribeWitness*. Придумаем шаблон для конкретно этого намерения:

* @canyou @describe @witness @in @incident @number

Где символ «@» обозначает словарь, например, @canyou={can you tell, please tell me, give me, please, @null…}, @incident={case, incident, occasion…}, @describe={describe, give, show…}, @witness={witness, eyewitness, bystander} и так далее.

Таким образом, описав некий грамматический шаблон и заполнив определенные словари, из которых состоит этот шаблон, мы научили систему определять намерение *DescribeWitness* пользователя для довольно большого числа фраз. Под данный грамматический шаблон, очевидно, можно отнести следующие фразы: *please describe witness in incident 12, show me witness in case 12, show eyewitness in incident 12 и так далее.*

Получается, что системы, которые разрабатываются для понимания естественного языка, в своей работе используют описание грамматики языка в виде **словарей** и **шаблонов**, состоящих из этих словарей. И весь алгоритм понимания сказанной фразы заключается в том, чтобы определить – под какой именно грамматический шаблон попадает эта фраза, а уже после того, как будет определен шаблон, можно решить, какое намерение и действие несет в себе произнесенная фраза.

Очевидно, что системы, работающие по такому алгоритму, нуждаются в длительном и тщательном обучении. И смысловая составляющая сказанной пользователем фразы может быть не определена по двум причинам: в системе не описан подходящий шаблон, либо же словари, использующиеся в шаблонах, недостаточно распространены и слова, используемые в предложении, не могут быть отнесены к какому-либо словарю. То есть, для повышения точности выделения смысла из текста, разработчикам системы постоянно необходимо создавать новые шаблоны и расширять существующие словари. Это, пожалуй, единственный и самый логичный способ решения данной проблемы – просто расширять существующий шаблон путем обновления словарей.

Вторая проблема, по которой не представляется возможным определить смысл сказанной фразы – это случай, когда данная фраза распространена дополнительными словами и в принципе не может соответствовать существующим на данный момент шаблонам. Данную проблему уже не решить путем расширения словарей, в этом случае необходимо создавать уже новый шаблон и даже новые словари. Например, распространим выше описанный пример: *Can you describe second witness in case 12 for me?*

Такая фраза уже не подходит под созданный нами шаблон, и для определения ее смысла необходимо создать новый. Очевидно, что для определения одного и того же намерения (Intent) пользователя может потребоваться создать бесконечное множество таких шаблонов, и даже в этом случаи мы не сможем предусмотреть все возможные варианты формулировок запроса пользователя.

Данную проблему уже нельзя решить путем расширения словарей и шаблонов для намерений пользователя, в этом случае необходимо изменять сам запрос пользователя – исключать из него «мешающие» слова, производить сокращение фразы, использовать суммаризацию, регулярные выражения и так далее. В общем смысле – необходимо сформировать **гипотезы** или варианты того, что хотел сказать пользователь на основе исходной фразы, которые бы позволили отнести запрос к уже существующим грамматическим шаблонам. Решение именно этой проблемы я хотел бы рассмотреть в своей работе.

# Анализ предметной области

Целью моей работы является создание программного модуля, который бы производил генерацию достоверных гипотез пользовательского ввода. То есть, разработка модуля, который бы создавал из исходной фразы различные ее варианты до того, как эта фраза будет проанализирована на совпадение с различными шаблонами для извлечения смысла. Такой подход позволяет проверять на совпадение с грамматическими шаблонами не одну единственную оригинальную фразу пользователя, а сразу целый набор фраз, сформированных из исходной для того, чтобы исключить невозможность определения намерений пользователя по причине невозможности отнести фразу к какому-либо шаблону из-за распространяющих слов.

Есть несколько способов решения этой проблемы. Самый простой из них – это использование **символа «\*»** при описании грамматических шаблонов. Символ «\*», как и в грамматике регулярных выражений, подразумевает собой наличие на его месте в исходной фразе любого количества других слов. Возможность использовать такой метод предоставляется пользователям популярной системы понимания естественной речи **Api.ai**.

Api.ai – это платформа от создателей виртуального ассистента Speaktoit, которая позволяет разработчикам использовать голосовые команды в своих приложениях для мобильных платформ.

Понимание естественной речи в данной системе происходит как раз путем описания шаблонов и словарей для возможных фраз пользователей. И платформа Api.ai позволяет использовать символ «\*» при написании этих шаблонов, подразумевая, что на месте этого символа в предложении могут находиться любые другие слова.

Конечно, этот метод позволяет справиться с наличием лишний дополняющих слов в предложении и решить проблему бесконечного создания новых шаблонов. Но использование такого способа влечет за собой вполне логичные последствия – написанный таким образом шаблон начинает ошибочно применяться к совершенно неподходящим фразам, что приводит к большому количеству ложных срабатываний для такого шаблона.

Чтобы продемонстрировать явный недостаток такого метода напишем шаблон для модели, которая позволяет распознавать намерение пользователя получить информацию о потерпевшем, например следующей фразой:

*Describe witness.*

Для того, чтобы распознать намерение в распространённых фразах, таких как : *describe second witness in case, describe female witness in last case, describe second or first witness* – необходимо написать следующий шаблон:

*« \* @describe \* @witness \* »*

Очевидно, что такая модель будет иметь огромное количество ложных срабатываний на тех фразах, который попадают под данный шаблон, но совершенно не несут в себе намерения получить информацию о свидетеле. Примером таких фраз будут:

*Describe vehicle of the witness in this case. Describe incident with witness. Describe route to the witness.*

Каждая из этих фраз будет распознана как намерение получить информацию о свидетеле, что является неверным определением смысла сказанного и демонстрирует очевидный недостаток этого метода.

Похожий способ исключения «мешающих» слов из предложения используется в AIML (*Artificial Intelligence Markup Language* - язык разметки для искусственного интеллекта). Этот язык разметки был разработан еще в 1966 году с появлением первого виртуального собеседника – программы ALICE. Создатели языка предложили описывать логику общения чат-робота наборами образец-шаблон. И если сказанная пользователем фраза совпадает с описанным образцом, то робот выдает в качестве результата одну из фраз, записанную как шаблон для этого образца. Такой просто способ «мышления» робота логично столкнулся с теми же проблемами – оказалось, что невозможно предусмотреть все возможные варианты обращений пользователя. И было предложено использовать так называемые сокращения или **Reductions**.

Смысл сокращений в AIML заключается в том, что при совпадении сказанной пользователем фразы с некоторым шаблоном, который обычно написан с использованием того же символа «\*», все слова подходящие под этот шаблон удаляются из фразы. И получившаяся таким образом фраза отправляется на вход робота, где происходит очередная попытка подобрать шаблон для нее. Продемонстрируем алгоритм сокращений на примере.

Скажем, у нашего робота есть известный шаблон «ПРИВЕТ» на который он должен ответить «И тебе привет», но пользователь говорит роботу: «Ну, привет, робот!». Очевидно, что сказанная фраза не подходит под существующий шаблон приветствия, поэтому необходимо предусмотреть сокращения для такого случая. Определим эти сокращения:

* «НУ\*» - <sr/>
* «\*РОБОТ\*» - <sr/>

Определённые таким образом шаблоны нужно читать следующим образом: если фраза начинается на слово «НУ» или если в ней содержится слово «РОБОТ» то необходимо исключить из фразы эти слово и обработать получившуюся фразу дальше. Именно таким образом в языке разметки для искусственного интеллекта решена проблема «лишних» слов.

Но подобный подход совсем не избавляет разработчика системы понимания естественной речи от необходимости создания бесконечного числа шаблонов. Данный способ дает возможность создать один шаблон для реакции на желаемую фразу, но обязует создать бесконечное число шаблонов для сокращения.

Следующий способ создания гипотез пользовательского ввода – это различные методы **суммаризации текстов**. Суммаризация текста представляет собой автоматическое выделение ключевой информации из текста и создание краткого изложения для него. Идея суммаризации является довольно перспективной, учитывая повсеместное распространение мобильных устройств и постоянное увеличение потока информации в современном мире.

Есть два основных подхода к разработке методов суммаризации: обобщение и извлечение. Обобщающие алгоритмы анализируют структуру текста, чтобы «понять», о чем он, а затем создают новый текст с основным содержанием. В общем, обобщение работает так, как делал бы живой человек. И хотя понятно, что за таким подходом будущее, сейчас подобные методы еще развиты слабо. Поэтому чаще применяются извлекающие алгоритмы, которые анализируют текст статистически, а потом выбирают из него наиболее важные куски.

Однако любой алгоритм суммаризации будет эффективен только в том случае, если его применяют к объемному тексту, статье, странице. Потому что эти алгоритмы основаны на анализе связей между несколькими предложениями текста, выделению среди них ключевых и наиболее повторяющихся слов. Например, алгоритм суммаризации *TextRank*, который основан на преобразовании текста в граф, начинает корректно работать, только если тест содержит хотя бы 30 предложений.

Очевидно, что в системах, требующих понимания естественной речи или реализующих голосовое управление, алгоритмы суммаризации не представляется возможным применить на этапе извлечения информации из сказанной фразы. Так как в рассматриваемых системах длина сказанного текста обычно ограничивается десятком слов.

Так как ни один из рассмотренных выше вариантов не подходит для решения проблемы необходимости создания бесконечного числа шаблонов, я хотел бы предложить свое решение этой задачи.

Алгоритм формирования гипотез пользовательского ввода, разработанный мной в рамках этой работы, основывается на нескольких ключевых принципах:

* Формирование гипотез пользовательского ввода основано на анализе синтаксического отношения между словами в предложении.
* Формирование гипотез ввода происходит путем исключения из предложения распространяющих слов на основе некоторых правил, позволяющих сохранить ключевые участки фразы без потери общего смысла сказанного.
* Любая система извлечения смысла из предложения принимает на вход набор «вариантов» произнесенного пользователем текста в виде пар «гипотеза - достоверность». Набор этих пар формируется любым модулем распознавания человеческой речи. Принцип действия моего алгоритма основывается на расширении этого списка гипотез путем их искусственного создания, и дальнейшей передачи нового списка гипотез на модуль извлечения смысла.
* И самое важное – зачастую пользователю удобней получить от системы ответ на чуть более общий вопрос, чем несколько раз переформулировать свой вопрос и каждый раз получать сообщение о невозможности сгенерировать точный ответ.

Таким образом, в рамках моей работы будет решена задача разработки метода и программного модуля для генерации достоверных гипотез пользовательского ввода в системах понимания естественной речи.

# Определение требований к разрабатываемому методу

Как уже было сказано ранее, все системы, занимающиеся извлечением информации из введенного пользователем текста, работают на основе схожих алгоритмов. И точность определения смысловой составляющей введенного текста в таких алгоритмах напрямую зависит от того, какое количество грамматических шаблонов и словарей создали разработчики при разработке подобной системы. В конечном итоге для максимально правильного определения смысла сказанной пользователем фразы разработчикам системы понимания естественной речи необходимо создать практически бесконечное число таких шаблонов и словарей, потому что невозможно предугадать и описать все варианты формулировок для того или иного намерения пользователя.

Существующие способы решения данной проблемы обладают очевидным недостатком – применение их приводит к большому числу ложных срабатываний шаблонов на фразы, не несущие в себе искомого намерения. Такое поведение подобных методов вызвано тем, что эти методы основаны на простом удалении слов из фразы, без какого-либо смыслового или синтаксического анализа предложения. В своей работе я хотел бы предложить алгоритм, который был бы лишен этих недостатков.

Определим набор требований, предъявляемых к разрабатываемому алгоритму:

1. Формирование гипотез пользовательского ввода должно происходить на основе исходной фразы, введенной пользователем, и до обработки ее системой извлечения информации и определения ее семантического значения.
2. Формирование новых гипотез ввода должно происходить путем вычеркивания из исходной фразы некоторого количества слов, как минимум по одному слову.
3. Каждое изменение исходной фразы пользователя должно порождать новую гипотезу, причем достоверность этой гипотезы должна быть ниже, чем достоверность оригинальной фразы.
4. Достоверность сформированной гипотезы должна рассчитываться в зависимости от количества удаленных из исходной фразы слов и их синтаксической роли в предложении.
5. Исходная фраза, введенная пользователем, должна сохраняться в списке гипотез, причем иметь максимальную достоверность, по сравнению с искусственно сформированными гипотезами.
6. Процесс формирования новой гипотезы ввода на основе исходного предложения должен сохранять семантическое значение этого предложения.
7. Искусственно сформированные гипотезы ввода должны обладать синтаксической корректностью, при условии, что исходная фраза была изначально синтаксически корректно построена.

Таким образом, принцип действия разрабатываемого в данной работе модуля формирования гипотез пользовательского ввода можно продемонстрировать следующей схемой:

1.гипотеза

достоверность

2.гипотеза

достоверность

3.гипотеза

достоверность

1.гипотеза ввода

достоверность

Формирование новых гипотез

Распознавание речи

Извлечение информации

На вход модуля генерации гипотез пользовательского ввода подается информация с системы распознавания человеческой речи в виде набора гипотеза-достоверность. Но основе этого набора гипотез, разрабатываемый мной модуль должен сформировать новые гипотезы ввода, сохраняя семантической значение и смысловую корректность произнесенной пользователем фразы. Для каждой искусственно сформированной гипотезы модуль должен оценить достоверность этой гипотезы. Показатель достоверности, как и в случае с распознаванием человеческой речи, должен отражать то, насколько гипотеза соответствует произнесённой пользователем фразе. На выходе модуля должен получаться новый набор гипотез пользовательского ввода, который в дальнейшем будет обрабатываться системой извлечения информации. При этом при работе модуля, исходная гипотеза ввода должна сохраниться в наборе и обладать максимальной достоверностью, по сравнению с искусственно сформированными гипотезами.

# Разработка метода генерации гипотез пользовательского ввода

Разрабатываемый алгоритм формирования гипотез пользовательского ввода по результатам своей работы должен решать две задачи: искусственное создание гипотез пользовательского ввода и оценка достоверности этих гипотез. Прежде всего, необходимо разработать общий принцип действия и архитектуру алгоритма формирования гипотез.

Исходят из сформулированных требований к модулю генерации гипотез и целей всего проекта, формирование новых гипотез ввод должно происходить на основе произнесенной пользователем фразы и с сохранение ее семантического значения и синтаксической корректности. Для того, чтобы добиться подобного результата – необходимо производить «вычеркивание» распространяющих и дополняющих слов в предложении на основе некоторых синтаксических правил, то есть, для корректного формирования новых гипотез, необходимо провести анализ синтаксического значения и роли каждого слова в предложении, а уже затем принимать решение о вычеркивании этого слова из исходной фразы.

Таким образом, для того, чтобы разрабатываемый алгоритм не обладал недостатками рассмотренных в первой главе способов достижения поставленной задачи, этот алгоритм должен основываться на анализе синтаксического отношения между словами в исходном предложении, и принимать решение на вычеркивание определенного слова на основе этого анализа.

Подобный анализ можно производить различными методами, но в своей работе за основу я решил использовать метод синтаксического анализа предложения. Синтаксический анализ предложения – процедура, которая знакома каждому человеку еще со школы и представляет собой разбор синтаксических единиц: словосочетаний и предложений. И если в естественном своем смысле процесс синтаксического разбора предложения сводится к простому задаванию наводящих вопросов, таких как – кто сделал, что сделал, как сделал и так далее, то реализация подобного алгоритма на компьютере является достаточно трудной задачей из области лингвистики и понимания естественного языка.

Синтаксический анализ (или парсинг) в лингвистике и информатике — это процесс сопоставления линейной последовательности лексем (слов, токенов) естественного или формального языка с его формальной грамматикой. Результатом такого анализа обычно является дерево разбора (синтаксическое дерево) предложения. Именно процесс анализа подобных синтаксических деревьев предложения я хотел бы положить в основу своего алгоритма.

Как правило, результатом синтаксического анализа является синтаксическое строение предложения, представленное либо в виде дерева зависимостей, либо в виде дерева составляющих, либо в виде некоторого сочетания первого и второго способов представления. Для проведения такого анализа существуют специализированные программы, называемые синтаксическими анализаторами или синтаксическими парсерами. Так как реализация такой программы является довольно трудной научной задачей, было решено воспользоваться уже существующим решением в рамках данной работы.

В качестве инструмента, позволяющего произвести синтаксический разбор предложения и построение его синтаксического дерева, было решено использовать библиотеку Stanford CoreNLP, которая предоставляет собой набор инструментов для обработки текста, основанный на работах Stanford NLP Group. Стэнфордская группа обработки естественного языка (англ. *The Stanford Natural Language Processing Group*) — коллектив исследователей, разработчиков и студентов, работающих над созданием алгоритмов, позволяющих обрабатывать и понимать естественные языки. Работы коллектива ведутся как в фундаментальных областях компьютерной лингвистики, так и в её прикладных аспектах: понимание предложений, машинный перевод, вероятностный парсинг и лингвистическая разметка, информационный поиск, снятие смысловой неоднозначности, автоматическое общение.

Сама по себе библиотека предоставляет массу возможностей по обработке текста на естественном языке, с ее помощью можно производить такие действия как: графематический анализ, морфологический анализ, синтаксический анализ, извлечение именованных сущностей из текста и многое другое. При разработке алгоритма формирования гипотез пользовательского ввода в качестве инструмента для синтаксического анализа предложений я хотел бы использовать синтаксический анализатор для предложений, который входит в эту библиотеку и называется **The Stanford Parser.**

Данный синтаксический анализатор работает по принципу разделения предложения на «составляющие», каждая из которых далее разбивается на свои составляющие – и так до тех пор, пока алгоритм не дойдет до анализа слов. Каждой составляющей присваивается своя синтаксическая роль в предложении (подлежащее, сказуемое, дополнение и так далее), а словам – часть речи. Идею составления подобного дерева хорошо иллюстрирует следующий рисунок:

![https://hsto.org/getpro/geektimes/post_images/b08/8cc/0a9/b088cc0a921abbade53e1d54547e575d.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAATIAAACoCAIAAADsLvUDAAAgAElEQVR4nO2deVwT19rHn8mCIcimWCIIIosCoiBgWQJiqa1bq2VzqVirbW21Lm2trZWPtdWi9up1a11bP9elV4sISluKYuvKWgSKXkBUUDZBkDUECITk/ePcNy8vkCFsOZPkfP9KzpyZ+c0z85vlmTPnUHK5HAgEApNg4RZAIBC6QmxJIDAOYksCgXEQWxIIjIPYkkBgHMSWBALjILbUKioqKhYvXmxmZsZms42NjV1dXXErIvQHYkutYtGiRQKBID8/v62tLScnx9TUFLciQn+gSHMCbUJPT6+xsZHH4+EWQhgQ5GqpVUyaNOnnn3/GrYIwUMjVUqu4e/duaGiolZXVm2++uWDBAkNDQ9yKCP2BXC21ismTJ+fn52/YsOHy5cu2trbXrl3DrYjQH8jVUmuJioqKiIh49OgRbiGEPkOullrFunXrFL/nz59fVlaGUQyh3xBbahUXLlz47bffWlpaGhoatm3bFhAQgFsRoT8QW2oVr7zyypo1awwNDa2tre/fv3/y5Encigj9gTxbEgiMg1wtCQTGQWxJIDAOYktto7Ky8vbt2x0dHbiFEPoPB7cAwkCRyWR5eXkpKSlJSUnJyclFRUUAEBgY+PPPP48aNQq3OkJ/ICkfjaSlpeXOnTvIh6mpqbW1tahcIBB4e3tfuXKlpaXF2to6JibG09MTr1RCPyC21Biqq6uTk5OTkpJSU1MzMjLa29sBgKIoR0dHX19ff39/Hx+f8ePHo8r//Oc/N23axOFwDh06tGLFCqzCCX2G2JLR3L9/PyUlBbnxwYMHqHDYsGGenp5+fn6+vr5CoXDkyJE9znv9+vWFCxdWV1d/8MEH+/fvHzZsmBqFEwYEsSWzkEgkmZmZqampt27dSk1Nra6uRuUjR44UCoW+vr5+fn6enp4qeqy0tDQkJCQjI8PHxyc6OtrS0nIotRMGDWJL/NTW1qampt6+fTslJeXOnTstLS2ofPz48T4+Pn5+fkKh0NHRkaKofixcIpF8+OGHJ06cMDc3P3/+/LRp0wZVO2FIILbEQ1FREfJhcnJyXl4e2gtcLtfd3V0oFPr5+fn4+AgEgsFa3fHjx9etWyeTyXbv3r1+/frBWixhiCC2VBNSqTQrK0vxoFhZWYnKjY2N0d2pUCj08vLS19cfIgHp6ekhISHl5eVLliw5fvw4n88fohURBg6x5RDS0NCQmpqakpJy+/btjIwMsViMym1sbND1cNq0ac7OziyWmhp1VFVVLViw4ObNm66urrGxsba2tupZL6GvEFsOMiUlJeh1YnJy8n/+8x/U2obD4bi6uqLXGL6+vhhTL1KpdOPGjfv37x8xYsRPP/00e/ZsXEoINBBbDpSOjo579+7dvn0bpU/Ly8tRuaGhoZeXF/Khl5cXo7rVOXfu3Lvvvtva2rpt27bNmzf3L5lEGDqILfuDWCxGd6dJSUlpaWkikQiVW1paIh/6+flNnjyZzWbj1UnD3bt3g4ODCwsL582bd+bMGSMjI9yKCP8HsaWqlJeXK9qd5uTkSKVSAGCxWC4uLujNvr+/v7W1NW6ZfaCuri48PPz333+fMGFCbGyss7MzbkWE/0JsqRTUBFzxoPj48WNUbmBgMHXqVPQ60cfHx9jYGK/OgSCTyb766qtvvvnGwMDg5MmTISEhuBURAIgtu9DS0pKRkYEeFJOSkhoaGlC5QCBQtDv18PDgcLTqy5tff/116dKljY2NGzdu3LFjB5PvvXUEYkt49uyZ4nViVlZW5ybgigdFOzs73DKHlgcPHgQHB+fm5s6YMePcuXNmZma4Fek0um7L2bNnX758Gf3m8XhTp05FPvT19R0xYgRebWqmqalpxYoV0dHRY8eOjY2NdXd3x61Id9F1W65evbq8vBw9KHp4eOj4ZxZyuRx9Ecblco8cOfL222/jVqSj6LotCd35888/Fy9eXF1dvXr16n379unp6eFWpHMQWxJ6oKSkJDg4ODMz09fXNzo62sLCArci3YJ0sUXoAWtr66SkpBUrVqSkpHh4eCQlJeFWpFvohC1LSkrs7e0pijpy5AgqKSgosLW1pSjKzs7u5s2baCpFUWw228LCYuXKlfX19Xg1Y4fH4504ceLw4cN1dXWBgYHfffcdbkU6hA7dxFIU5ebmdv36dRMTE0WJYvPRb4lEUlhYGBUVde/evdjYWHxiGURqampYWFh5efnSpUuPHTs2dJ+eERToli1Pnz6dnZ29d+9eRUkXWyoqDx8+vKmpCYNKRlJZWblw4cJbt265ubnFxsaOGzcOtyItRyduYhWEh4enpaUp+qpSRlVVFUk/dkYgEPzxxx/r1q37+++/p06deuXKFdyKtBzdsiVFUd9+++0nn3yirEJ7e3tRUdGWLVvefPNNdQpjPlwu98CBAz/99FNLS8vcuXN37NihO/dZ6ke3bAkA/v7++vr6iYmJ3SdRFMXn81955RVzc3PFjS6hM0uWLElOTh47dmxERERISEhjYyNuRdqJbj1boo0tKioKDQ3966+/uFyusmdLAg21tbVLliy5fPmyo6PjxYsXHR0dcSvSNnTuagkAtra2M2bMOHr0KG4hmsqIESPi4+MjIiIKCgpefPFFkrIedHToEtH5etjQ0ODl5VVQUECulgMhLi7urbfeEolEmzZt2r59O/kibLDQiatlaWkpGpzD3t4+Pz8fAIyNjT/66CM0VSQSOTk5AQD6cgKjTo1j/vz5f/31l6Oj486dO+fMmVNTU4NbkZZALhGEgdLU1PT222/HxMTY2NjExsZOmTIFtyKNRyeuloQhZfjw4dHR0bt27SotLRUKhadPn8atSOMhV0vCoPHHH38sWrSopqZmzZo1e/fu5XK5uBVpKsSWhMGkuLg4ODg4KytLKBRGR0ePHj0atyKNhNzEEgaTsWPHJicnv/XWW8nJyZ6ensnJybgVaSQ6bcu2trYlS5asWLHi3r17uLVoDzwe79SpU4cOHaqurn7ppZcOHz6MW5EGItdVZDLZkiVLUBAoipo5c+bly5dlMhluXdpDUlIS6tbgrbfeamlpwS1Hk9BdW+7cuRMAAgMD4+PjZ86cicbhmDRp0smTJyUSCW51WsLTp0+FQiEAuLu7P378GLccjUFHbXnp0iWKouzt7auqqlDJ3bt3ly9fjnq+Gz16dGRkZE1NDV6R2kFbW9uaNWsAYOTIkVevXsUtRzPQRVvm5OTw+XxjY+Pc3NwukyoqKjZv3ox6iDUwMFi7du2jR4+wiNQyTp06pa+vz2azd+7cSZ4UekXnbFlZWTlmzBg2m52QkKCsTlNT0+HDh+3t7QGAxWIFBwcnJyerU6RWkpWVZWNjAwDoizDcchiNbtmypaXFy8sLAA4cONBr5Y6OjpiYGPRoBAA+Pj7nz5+XSqVq0KmtPH/+/NVXXwUAJyen+/fv45bDXHTIlorU6/vvv9+nGdPT08PCwtDnEba2tgcPHmxqahoikVqPVCr94osvKIoyMjK6ePEibjkMRYdsuWPHDpR67V+itbCw8KOPPkKDOpuYmHz++efl5eWDLlJHiImJMTQ0pCgqIiKC3IB0R1dsGRsbi1Kv1dXVA1lOXV3drl270Os4PT29ZcuW/f3334MlUqfIz89H3RrMmjWLJL27oBO2zM7ORqnX/Pz8QVlgW1vbmTNn3Nzc0GPnjBkzSFOEftDQ0BAUFAQA48aNy87Oxi2HQWi/LSsqKlDq9cqVK4O+8KtXr86ePRs1RXBxcfnxxx9bW1sHfS1ajEwmi4yMZLPZfD7/zJkzuOUwBS23pVgsRqnXgwcPDt1acnNz33nnHdQUQSAQREZGPn/+fOhWp31cvnx55MiRALBu3bq2tjbccvCjzbZUpF5XrVqlhtVVVFR8+eWXaBxlPp+/atWqhw8fqmG92kFRURF6KPD396+oqMAtBzPabMtvvvlmIKnX/iEWiw8fPuzg4KBoinDr1i21rV2jaW5uXrp0KQBYWlqmpKTgloMTrbVlTEwMSr1iyfJ1dHTExcX5+/ujnNCLL75ImiKoyMGDB7lcrp6e3uHDh3FrwYZ22jIzMxOlXlGXkxhJT09fuHAhh8MBABsbm3379pF2Z71y+/ZtgUAAAMuXL9fNL8K00Jbl5eUo9cqc7xWePHnSpSlCaWkpblGMpry83NfXFwA8PDyKi4txy1E32mZLRer1+++/x62lK/X19bt377aysgIALpcbHh5OXtbRIJFIVq9eDQBmZmZ//PEHbjlqRatsKZPJ0Ehb6km99g/UFMHd3R09dr788stZWVm4RTGXf/3rXzwej81mq/J1gdagVbbctm0bSr22t7fj1tI7165dmzt3LkVRa9euxa2F0WRmZo4dO9bS0hK3EPWhPR1SXrhwYcGCBXZ2dhkZGYph2JlPSUmJubk5aopAUIZYLG5ubh41ahRuIWpCS2x5586dgIAALpebkZGB3hkSCJoLB7eAQaCsrCwoKEgikfz666/EkwQtQOP7iW1ubg4NDS0rK/vuu+8CAwNxy+mZkpISe3t7iqKOHDmCSgoKCmxtbSmKsrOzu3nzJppKURSbzbawsFi5cmV9fT1ezeqnvb3dycmJoihbW9u8vDwAePTokZ2dHUVRw4cP160Q4X64HRAymWzRokXA7NSrAgBwc3Orq6vrXNLld2tra25u7pdffhkUFIRBIgNwdnbOy8tT/M3Ly3NyckK/dSdEmm3Lr776CgACAwM1ol0bAJw+ffrjjz/uXNLjb7lcbmBgoD5lTGLr1q3bt29X/I2MjNyyZQv6rTsh0mBbRkVFURTl4OBQX1+PW4tKAIBMJvPx8VE0CVRmy2fPnpmamqpbHzPIzc11c3NT/PXw8FD0/6A7IdLUZ8uMjIzly5cbGxv//vvvxsbGuOWoCkVR33777SeffKKsQnt7e1FR0ZYtW1C7CB3E2dlZKpUWFhYCQElJSUNDg6ura+cKuhAijbRlWVlZcHBwW1tbTEwM6s1Vg/D399fX109MTOw+iaIoPp//yiuvmJub7927V/3aGEJYWNiFCxcA4NKlS8HBwZ0n6UqIcF+u+4xYLJ46dSoAaNyHP4poFxYWTpkypb29HZQ/W+oyeXl5U6dOlcvlAQEB6enpinLdCZGGXS3lcvny5cszMjI+/PDDVatW4ZbTT2xtbWfMmHH06FHcQhiKk5NTa2trZmZmcXExOgXrHLjPC31j69atADBjxgyNSL12oXO06+vrJ0yYAORqqYRt27a5ubmtX7++c6HuhEiTtvPcuXMURY0fP15TUq8KSkpKUPMjOzs7xUs51LRALpc3NjaiHlOtra1jYmKwKmUK9+/fBwBFfyu6FiKNaRObnp4eGBjI4/HS09M1Ls1DIPQJzXi2LCsrCw0NlUql0dHRxJMErUcDbNnc3BwUFFRWVrZ//37GtnrtHzk5OTY2NmvWrBGJRLi1MJeSkhJ3d/fAwMAbN27g1qIucN9F94JMJgsNDQUALftWuL29PTIyUk9PD+2FcePG/fnnn7hFMY66urrNmzfr6+srDtegoCBd6H2X6bbcsmULALz66quamHpVRm5uLupwaOzYsVeuXNm+fbuenh7qpkAsFuNWxwja29sPHTqE+sK2t7ePiYnJzMx8+eWXAUBPT2/dunUDHOKJ4TDalmfPnqUoytHRUeNSr8ro6OjYvXs3j8ejKOq9995raGhA5X///TdqYubg4JCUlIRXJHZ++eUXZ2dnADAxMdmzZ0/n3rcTEhKUTdImmGvLtLQ0Pp9vZmamNTctDx8+9PPzAwBLS8vuQ8RLJJKIiAgOh8NisT799FPd7B81Kytr+vTp6JK4YcOG2tra7nXQhRR1JGtnZ3f27FntGyuNobYsLS21sLDQ09PTjicumUx28OBBPp8PAEuXLu3xaENkZGSgq4Gzs3NGRoY6ReKluLh4+fLlLBZLxQdIkUgUERGBHju9vb1TU1PVo1M9MNGWYrEY9dd49OhR3FoGgSdPnqAEsrm5eVxcXK/1W1paPv30UxaLxeFwNm/erK33aQoGYrDi4uLw8HAWi0VRVGhoqNbcWDHOljKZDH00sG7dOtxaBopMJjt27BjqTD0sLKxPWYqUlBTUMMjV1VVbB5xub28/evTo6NGjAcDa2rrft6Ndbn079/+goTDOlhEREQAwa9YsTU+9lpWVzZo1CwDMzMyioqL6sQSxWLx27VqKovT09LZt26YRnd+qzqAnb2JjY52cnFDANT0bxCxb/vTTTxRFOTs7a3rq9eTJk6ampgAwb968ysrKgSzq+vXr48aNAwBPT8/c3NzBUoiRrKwsdMLicrmrV68exFcdXV6rxMbGDtaS1QyDbIlSr6NGjdLoJ4TKysp58+YBgKmp6alTpwZlmY2NjStXrqQoisfj/eMf/9Dc+4inT5+uWLFC9bxO/6irq/vss8/Qw6pQKNTEbBBTbFlaWioQCDQ99RoVFYVO1bNmzSorKxvchSckJIwZMwYAfHx8Hjx4MLgLH2pEItHWrVuHDx8OAB4eHtevXx/qNRYXFy9evBj1Ybl48WLNGvaLEbYUi8VogO7jx4/j1tJPqqurw8LCAMDIyOjYsWND9Catvr5+2bJlAMDn8w8ePNjR0TEUaxlcOjo6Tpw4MfC8Tv9ITU2dNm0aAPB4PA3KBuG3pUwmCwoKAoCPPvoIt5Z+EhcXZ25uDgCBgYFPnjxR2+oCAgKKioqGenUDISEhAZ1wjYyMvvnmm+bmZiwyYmNj0YdHZmZmhw4dYn7yDL8tv/jiCwCYPXu2Jj4y1dbWhoeHKy5farsO1NTUoH6rDQ0Nh+7iPBByc3NRXofD4QxuXqd/SCSSffv2oUeM8ePHMzwbhNmWKPXq4uKiianXhIQES0tLAPDz83v06JH6BZw/fx4dZzNnziwpKVG/gB55+vTpypUr0bj0c+fOZVT2uK6ubsOGDejDnenTpzN2ZFGctqyoqODxeBqaeo2Pj0ep0d27d2N8xqusrEStL0aMGNHU1IRLhoLGxsYXXngBAKZMmaKGvE7/ePjw4aJFiyiKYrFY8fHxuOX0AE5btra2vv/++ykpKRg19Jvc3NyXXnqp82gZGPn3v/+9evVqJmSA2tragoKCIiMjmSCGntTU1Lfffvv+/fu4hfSAxvTlQyDoDhrQaQiBoGsQWxIIjIPYkkBgHMSWBALjwGnLq1evUhSFhuPWLJignH7g98ePH6tNCc3g6ujTLVzQ7CaRSIQ0q1+VKuDMxH7wwQfPnz+fNGkSGllEg2COcoqi3Nzcrl+/bmJioijBsk8nTpx44cIF9MUjAOTn54eEhOA9c/W6m3DFqndwvZnp6OgYO3bs06dPPTw8cGnoH4xSDrQDv6sTmsHVsaDKbsJ4/NOD7SY2JSVl4sSJo0ePtrCw0Kz7WKYpDw8PT0tLe/DgAV4ZCxYsiImJUfyNjY0NCQnBqEfZbqqqqpo1a9awYcNGjhyJSt577z0Oh+Pt7S2RSLy9vblc7vr16zGp/i/YbBkbG4s+HAkODo6OjsYlox8wTXmvA7+rh14HV1czynbTxo0bp02bJhKJSktLUcnHH3/s4uKSlpY2bNiw1NRUOzs7/EOn4rpM29raPnv2TC6X19TUuLq64pLRDxilXLEHQ0NDr1y5Isd6Y/b111/v2rVLLpcfOHDgs88+wyUDoWw3mZubKz5nUcTqpZdeunbtmlwuT0hIePnll9Uutit4duGdO3e6nB0Y9Z0BDUxTDrQDv6sZZYOrqx+a3cRisRTtdRWxiomJmT9/vlwunzNnzsWLF7Fo7gyem9jY2NidO3cqRBw4cIAJd4OqwFjlTBj4nTmDq9PsJkNDw9ra2i7158+fn5OTk5iYmJeX9/rrr6tdbzfUehL4XxwdHfPz8xV/CwsLJ06ciEVJX2GacqAd+F399Di4uvqh2U1z585FY0lcvXq1c6wiIyONjIx27Nihbq09oe5d2NbWhl4xK4YrLygoQP0UOzg4MOdb3u4wTTn9wO+46DK4uvrpdTfdv39/8uTJenp6c+bMMTAwWLRoEZqxqqrKyMioqqoKl/LOMPV1KoGgw5A2sQQC4yC2JBAYB7ElgcA4MNty1apVkZGReDX0j1OnTr3xxhsMeTIvLCz08/PLz8/HLQRkMtlrr7127tw53EKUIpfLg4KCTp06hVsIHZhtee7cuaioKLwa+kdiYmJcXFxjYyNuIQAA6enpycnJ2dnZuIWASCSKj4//7bffcAtRSmNj46VLlxITE3ELoYPcxBIIjIPYkkBgHMSWBALjILYkEBgHsSWBwDiILQkExkFsSSAwDmJLAoFxEFsSCIyD2JJAYBzElgQC4yC2JBAYB7ElgcA4iC0JBMaB2ZYsFovF0uBTA0OGfGKIDAVM09MZJmtTMCSWOHbs2JgxYyiK6jUEERERGzduHOBCsLBs2bLPP//cyMgIy9p//PHHzsEJDAx85513AgIC1Kmhxx1kbGz8ySefvPPOO0O99h9++MHe3p7D4bzwwgt9mtHIyOjzzz9ftmzZEAmDQTl0lXWJV19fv2fPnunTp5uZmXE4HD09PYFAMHXq1HfffVfFTvXol6/OhWgoPj4+Pj4+NBWYEBwsGs6fPw8Ap0+fFovFvr6+/VhCr7EdOAOJTM9Xy+zsbBcXlz179ixcuPDOnTvNzc01NTXx8fEhISEXL17s5wmA0EfkzOiRhIF8//33ABAUFMTn85OTk/uxBIbHtod+YhsaGiZOnCgWi7Ozs21sbLpMnTlz5pUrV1RaNEXBgLd/UBairTAhOFg0GBkZiUQihh8VA4lMD1fLo0ePlpeXr1+/vrsnAUBFT2o6Uqn0xIkThw4dwi2EDg6Hg1sCHkQiEW4JQ0z3+1o/Pz8AyMjI6PUO+PLly0KhkM/n6+vr+/r6ooHcaO6te6xfXl6ORs4YNWpUVVXV2rVrTU1NaRZy7ty5iRMn6unpjR49+uuvv5bJZKi8rKwsLCzM1NSUxWKZmJi4ubnRl3dBJBKtWbPGwsKCzWaPGjXK0tJSKBQWFBTQaFOmpMdJNTU1jo6OAGBqavrbb7/NnDmTx+NZWVnFx8d3F3Pnzh1bW9vu237jxg1/f38DAwMul2tjY4OS2Kro8fLyGjVqFJvN5vF43t7eaWlpfQoOTTXVd1CPk1pbWydOnAgAxsbGH3/8sYWFBZfLdXZ2/vnnn3tU8sMPP4wZM0bZkZyYmKi4lig7rpTFtseDs6SkZPz48T0uv0+REQqF6K+lpWV0dPSxY8cEAgEAKHu+7cGWaJTc+vr6HmdQcOPGDRaLNXfu3OfPnz99+tTPz4/FYt28ebNHWb3WBwA2m/3hhx/u3r3by8tL2UJ+/fVXAFiyZIlIJNq0aRMAHDp0CE3y9fUFgAsXLrS1tVVUVEyfPp2+vAvh4eEA8N1330kkEvTo8vrrr9Noo1FCMwltzq1bt1paWk6ePAkADg4OyiLcZdvT0tK4XK6jo2NeXp5UKq2uru5cgWalcrnc29v7yZMnUqkUrdTe3r5PwaGppvoO6jUsd+/ebWtrKygocHd3B4CEhAQVI0PzV8XjqteDU9nyVY+Mi4sLAGRnZ6O/CQkJkyZNUrqB3YvQrZFUKlU2D2L27NkAkJmZif7eunULAObMmaNMFn397mevHssDAwPR/pPL5SUlJQDg7u6OJnG5XHSO7LIEZeVdGD58OAC0tLTI5fKWlhYA4PP5NNpolNBM6ryotrY2AGCxWMokdVnvG2+8AQCdR1/sXIFmpZ1BK6Uoqk/Boamm+g5SMSxyufzPP/8EgFdffVWZnj7ZUpXjqk8HZ+e/qkdm586dALB582b0d+XKldu3b1e6gd2LTExMAKChoUHZPIgRI0YAgFgsRn8bGhoAYOTIkcpk0ddXMXxIW3Nzs1wuR0OsKszj7e0NAOPHjz9z5kxra6tiFmXlXTA0NFQsuampCQAMDQ1ptNEooZlEfzzRbzt6QacYybhLBZqV0ixWxeDQVFN9B6keFtT7bufnBfrIDNyWfTo4VQxgl7mKi4spikI3Rx0dHebm5gUFBUo3sHsRWlOvo/my2WwAUDw5dHR0AACHw1Emi76+iuHrsUkQmvTkyZN58+ahCqNHj1aM5aasvAsLFy4EgP3790skkgMHDgBAeHg4jTYaJTST6I8n+m1HAVSMZNylAs1KHz9+/Oabb1pZWfH5fEW1PgWHpprqO0j1sEilUvj/xxJ9ZGj+Kotwj7FV8eBUMYDdV42yNtnZ2UlJSZ3Hje9BXvcidLXdtGlTjzOgHv7lSk4wZmZmymTR11cxfOiM29bWpmx7SktLkcEmTJigSrmC2tpaNzc3Y2NjFoslEAhWr16NUvDKtNEooZlEfzzRV0YtihSqulSgWSkamHnv3r21tbXoMtVlpb0Gh6aa6jtI9bBUVVUBgEAgUKZk0G3Zp4NTxQB2r4ZGH928efOGDRsiIyOVbZ28R1s2NDRYW1sbGBgoBjPtjJOTE/oxd+5c6JSwvXHjBgC89tprymTR11cxfKh9WVZWVveaivMIugXicrn05V2Ij4/ncDilpaW9auhVCc2kgdgSnWtv3LjRYwWalaJkgUQi6T6XisGhqab6DlI9LBcuXACAsLCwHsV0r4/eECoM3w9b0h+cNMtXPTJyufz58+dcLtfBwcHOzu7hw4fKtk7eoy3lcvm9e/dsbGzMzMyOHDlSVlYmlUpra2sTExNDQkKGDx+ukM5isWbPno2SV0KhkM1m3759W5ks+voqhi8uLg4APD09s7Oz29vbxWJxTk4OmmRhYfHXX39JJJKzZ88CgJ+fH315FywsLOD/w+PxAgICFOPtdKlPo4Rm0kBsicbb8fDwePTokUgkUgyp1OtKx40bBwDx8fEtLS2//PKL4jV3n4KjrJrqO6jXsNTU1HR0dOTl5U2YMGHYsGGKpGWvkUEbGBUV1d7ejoaj7qst6Q9OmuWrHhnEa6+9BgBTpkzpXPjii7nTrRUAAAIpSURBVC92ladsy0Ui0d69e/39/UeMGMFisXg8np2d3bx58w4cOKCok5CQ4OXlxePx+Hy+UChUvLc8fvy4lZUVkmVlZXXkyBGa+or3S6jy8ePH6RcSHR3t6enJ5/O5XK6Li8vWrVtR+YIFC6ytrdlstrGx8fz584uLi+nLu3Dt2jWFjB7prI1eSY+TampqnJyc0KIcHBzi4uLQyOEA4Ojo2GVs8C7brljvkSNHUPtsa2vrHTt2oDqK2ZXp+f33362trTkcjqura3R0tJubG5qrsrJSxeD0WK2vO4hmEgCwWCwrKysOh8Pn8wMCApKTk3tUkpycrNhNlpaWoaGhcrn84sWLL7zwgr6+/owZMy5evGhsbAwAhoaGKI1Hf1wpypUdzMqWP2HChPLy8j5FRv6/59adO3d23qjOb27+G5AeN14HuX79uomJSec7ftTYUk9PD6MqHQFoXxRpE01NTVwut6ioiL5aD21idRNLS8unT582Nzfr6+ujkmfPngkEgsmTJ+fk5ODVpvUwoXHvkFJbW4uySmfPnr106RL6AoYGDf4EeXDh8/kAcPr06ebm5vb29qysrMWLF3O53D179uCWRtB4VqxYIZFIrl279sUXX+zatav3GdRx5dYEHjx4sHjxYgsLCw6HM2zYsHHjxi1fvvzevXu4dWk5ZWVlikanlpaW+/btw61oSDAzM2OxWJMnT1b2zNwFchNLIDAOchNLIDAOYksCgXH8DxPLSwcq+gDEAAAAAElFTkSuQmCC)

Для предложения, которые мы использовали ранее, синтаксический анализатор Stanford Parse строит следующее дерево:

(ROOT

(S

(VP (VB Describe)

(NP (NN witness))

(PP (IN in)

(NP (NN case) (CD 12))))))

На основе анализа подобных деревьев и будет работать алгоритм генерации гипотез пользовательского ввода, работа которого будет заключаться в применении некоторых правил для вычеркивания слов из синтаксического дерева и восстановления предложения по вновь сформированному дереву. Представим порядок работы алгоритма в виде схемы:

Построение дерева

Изменение дерева по определенным правилам

Предложение

Создание предложения из нового дерева

Новая гипотеза ввода

Правила для вычеркивания слов из предложения на этапе анализа синтаксического дерева должны быть легко изменяемыми и обособленными друг от друга. Такое свойство алгоритма позволит с легкостью расширять его возможности и подстраивать его под специфику той области, где он будет использоваться. То есть, для того чтобы «научить» алгоритм вычеркивать из предложения определенные конструкции, которые будут мешать правильному извлечению семантического значения из предложения, достаточно будет просто написать новое правило в алгоритме, и оно будет сразу же применено. На начальном этапе разработки алгоритма и основных правил семантического сокращения предложения был взят набор фраз пользователей из реально существующей системы выделения информации из предложения, причем были взяты фразы, в которых были заранее известны лишние дополняющие слова, подлежащие вычеркиванию.

Такие фразы приведены в таблице ниже, в первом столбике таблицы приведена исходная фраза, во втором – ее синтаксическое дерево, полученное средствами синтаксического анализатора, в третьей колонке – гипотезы, которые желательно было бы получить из исходной фразы для верного определения ее семантического значения.

|  |  |  |
| --- | --- | --- |
| I need to get to witness 3 in case 8776 | (S  (NP (PRP I))  (VP (VBP need)  (S  (VP (TO to)  (VP (VB get)  (PP (TO to)  (NP  (NP (NN witness) (CD 3))  (PP (IN in)  (NP (NN case) (CD 8776)))))))))) | I need to get to witness in case 8776  I need to get to witness in case  I need to get to witness  get to witness in case 8776 |
| Find me the quickest route to witness No 2, Jake Verdinier | (S  (VP (VB Find)  (S  (NP (PRP me))  (NP  (NP (DT the) (JJS quickest) (NN route))  (PP (TO to)  (NP  (NP  (NP (NN witness))  (NP (DT No) (CD 2)))  (NP (NNP Jake) (NNP Verdinier))))))))) | Find me the quickest route to witness No 2  Find me the quickest route to witness Jake Verdinier  Find me the quickest route to witness  Find me the route to witness Jake Verdinier  Find me the route to Jake Verdinier  Find me the route to witness |
| show the route to the main eyewitness for incident 7865 | (ROOT  (S  (VP (VB show)  (NP (DT the) (NN route))  (PP (TO to)  (NP  (NP (DT the) (JJ main) (NN eyewitness))  (PP (IN for)  (NP (NN incident) (CD 7865)))))))) | show the route to the eyewitness for incident 7865  show the route to the eyewitness for incident  show the route to the eyewitness |
| describe the two male suspects in incident 769795 | (ROOT  (SINV  (VP (VBP describe)  (NP  (NP (DT the) (CD two) (JJ male) (NNS suspects))  (PP (IN in)  (NP (NN incident)))))  (NP (CD 769795)))) | describe the male suspects in incident 769795  describe the two suspects in incident 769795  describe the suspects in incident 769795  describe the suspects in incident |
| 1990s green jeep cherokee | (ROOT  (NP  (NP (NNS 1990s))  (NP (JJ green) (NN jeep) (NN cherokee)))) | 1990 green jeep Cherokee  1990 jeep Cherokee  jeep Cherokee |
| Tell me about robberies in 2 miles last month | (S  (VP (VB Tell)  (NP (PRP me))  (PP (IN about)  (NP  (NP (NNS robberies))  (PP (IN in)  (NP (CD 2) (NNS miles)))  (NP-TMP (JJ last) (NN month))))))) | Tell me about robberies last month  Tell me about robberies in 2 miles  Tell me about robberies |
| show me the quickest way to the art museum | (ROOT  (S  (VP (VB show)  (S  (NP (PRP me))  (NP  (NP (DT the) (JJS quickest) (NN way))  (PP (TO to)  (NP (DT the) (NN art) (NN museum)))))))) | show me the way to the art museum  show me the way to the museum |
| what's the best way to get to witness number one from here? | (ROOT  (SBARQ  (WHNP (WP what))  (SQ (VBZ 's)  (NP  (NP (DT the) (JJS best) (NN way))  (S  (VP (TO to)  (VP (VB get)  (PP (TO to)  (NP (NN witness) (NN number) (CD one)))  (PP (IN from)  (NP (RB here)))))))) | what's the way to get to witness number one from here  what's the way to get to witness one from here  what's the way to get to witness from here  what's the way to get to witness |

В таблице приведены лишь наиболее характерные предложения, всего же было использовано для анализа и составления правил семантического сокращения порядка 50 фраз. Фразы для анализа были взяты как из базы данных реальных запросов пользователей, так и из базы искусственно придуманных запросов для тестирования системы выделения семантического значения из предложения. Для каждой из взятых используемая система не могла выделить семантическое значение, и все эти фразы были проанализированы специалистами, разрабатывающими эту систему, для определения слов и грамматических конструкций, которые препятствуют определению грамматического шаблона для них на этапе выделения информации.

На основе этого анализа мне удалось сформулировать несколько общих правил, которые бы позволяли исключать из предложения подобные конструкции, и при этом основывались бы на анализе синтаксического дерева, построенного синтаксическим анализатором. Применение каждого подобного правила к исходному предложению должно приводить к порождению новой гипотезы, к которой, в свою очередь, опять будет применено это и другие правила, и так до тех пор, пока не будут сформулированы все гипотезы пользовательского ввода. Рассмотрим эти базовые правила.

1. **Пунктуация**. Самое первое правило, которые я хотел бы применить еще до этапа синтаксического анализа предложения – это удаление знаков пунктуации и других специальных символов. Наличие подобных символов затрудняет синтаксический парсинг предложения и все равно не учитывается системами выделения смысла. Применение данного правила так же приводит все символы в предложении в нижний регистр.
2. Правило для удаления слова «**Number**». Из предложений выше видно, что подобное слово присутствует практически всегда перед номером чего-либо. Это правило можно считать тоже предварительной обработкой для удаления лишних слов, которые никак не влияют на выделение семантического значения, но препятствуют правильному составлению синтаксического дерева. Подобный вывод был получен практическими экспериментами и, по решению специалистов, которые занимаются разработкой системы, это слово может быть без последствий удалено из предложения. Правило было разделено на две части. 1. Слова «num, num., numb, no, no., #, №», стоящие перед числительным, заменяются на слово «Number». 2. Слово «Number», стоящее перед числительным, удаляется из предложения. Пример: «describe witness **number (#,№, num)** 2» - эквивалентно «describe witness 2».
3. **Притяжательное окончание** **«s»**, Это правило было так же сформулировано по рекомендации лингвистов, ибо наличие данного окончания никак не влияет на определение семантического значения, но затрудняет построение синтаксического дерева. Пример: «le**t's** make our way to the witness, ».

Эти три правила применяются на этапе подготовки предложения и не приводят к формированию новой гипотезы пользовательского ввода, то есть просто изменяют исходное предложение. После применения этих «подготовительных» правил уже формируется изначальное синтаксическое дерево, изменение которого будет приводить к созданию гипотез пользовательского ввода. Однако стоит добавить, что применение данных правил должно приводить к уменьшению достоверности исходного предложения, так как эти правила все же изменяют его.

1. **Прилагательные перед существительными.** Удаление прилагательных, стоящих перед существительными, является основным правилом для избавления от описательных слов. Это правило самое простое и действенное, потому что именно такие прилагательные вызывают затруднения при выделении семантического значения из предложения и вызывают необходимость составления бесконечного числа грамматических шаблонов. Примеры необходимости вычеркивания таких слов: show me **quickest** way to witness, show me the **nearest** last month robberies, 1990s **green** jeep Cherokee, what's description for the **female** suspect и так далее. Дальнейшее исследование результатов работы алгоритма показывает, что данное правило позволяет добиться правильного распознавания смысла предложения примерно в 50 процентах из тестового набора фраз, изначально не подходящих ни под один грамматический шаблон.
2. **Окончание** **«s»**, указывающее на период времени. Подобная частица, стоящая рядом с числительным, тоже удаляется из предложения. Это правило было так же сформулировано по рекомендации лингвистов, ибо наличие данной частицы не предусмотрено в существующих грамматических шаблонах и делает невозможным выделение семантического значения из фразы. Пример: «**1990s** green Ford».
3. **Удаление числительных.** Правило, по которому удаляются числительные из предложения. Синтаксический анализатор позволяет распознать числительные, написанные как цифрами, так и словами (first, second). Зачастую именно такие числительные не позволяют отнести фразу к какому-либо грамматическому шаблону. Пример: «describe **first** witness, get route to witness number **2**». Удаление этих числительных исправляет ситуацию.
4. **Удаление наречий.** Наречия тоже можно отнести к описательным словам, но лишь в тех случаях, когда они несут в себе уточняющих смысл. Однако, зачастую удаление наречия из предложения приводит к тому, что исходный смысл фразы меняется на противоположный. По этой причине было решено удалять лишь те наречия, которые стоят в предложении в сравнительной или превосходной степени. В чистой форме удаляются лишь те наречия, которые стоят перед другими наречиями. Наречия в чистой форме, стоящие перед любой другой частью речи остаются в предложении без изменения, что позволяет сохранить смысл сказанной фразы. Примеры: what area is today the **most** dangerous about murders, you speak **extremely** loudly (слово loudly останется – для сохранения исходного смысла).
5. **Удаление имен собственных.** Данное правило удаляет из предложения все имена собственные, что, конечно же, сильно снижает достоверность сформированной гипотезы, но в некоторых случаях просто необходимо. Пример таких фраз: Find me the quickest route to witness number 2 **Jake Verdinier**, take me to the residence of witness **Sally Heim**. Выделение семантического значения из подобных фраз возможно только при исключении из них имен свидетелей, что, конечно же, является недостатком существующих грамматических шаблонов, но именно эту проблему и призвана решить моя работа.
6. **Удаление однородных и однозначных конструкций.** Данное правило, в отличии от предыдущих, направлено на удаление сразу целых конструкций из предложений, а не отдельных слов. Его работу можно продемонстрировать на примере следующего синтаксического дерева: what's the best way to get to witness one from here.

(SBARQ

(WHNP (WP what))

(SQ (VBZ 's)

(NP

(NP (DT the) (JJS best) (NN way))

(S

(VP (TO to)

(VP (VB get)

**(PP (TO to)**

**(NP (NN witness) (CD one)))**

**(PP (IN from)**

**(NP (RB here))))))))))**

Правило применяется при следующих условиях: 1) грамматические конструкции играют в предложении одинаковые синтаксические роли. 2) Грамматические конструкции (части дерева) имеют одинаковую глубину и эта глубина больше единицы – это условие позволяет провести удаление именно грамматических конструкций, а не отдельных слов. Результатом работы данного правила будут две гипотезы: what's the best way to get **to witness one**, what's the best way to get **from here**. Стоит добавить, что вычисление достоверности сформированных гипотез будет производиться на основе порядка расположения удаляемых грамматических конструкций в предложении, так достоверность первой гипотезы будет выше, чем достоверность второй, что является решением поставленной задачи и отражает изначальный смысл предложения.

1. **Изменение предложных конструкций** (Preposition phrase). Такие фразы обычно начинаются с предлогов about, in, with, from и других. В дереве, построенном синтаксическим анализатором, такие фразы легко выделить из предложения по наличию соединительного слова IN. Например:

(VP (VB tell)

(NP (PRP me))

(**PP (IN about)**

**(NP**

**(NP (NNS robberies))**

(NP

(NP (NN show) (NN information))

**(PP (IN about)**

**(NP (JJ second) (NN witness)))))**

(SINV

(VP (VBZ is))

(NP

(NP (DT the)

(ADJP (JJ suspect) (VBN connected)))

**(PP (IN with)**

**(NP (DT any) (RB gang) (NN activity))))))**

Обработка таких конструкций будет заключаться в удалении из этих конструкций **всех** слов, кроме первого существительного. Например, из фразы is the suspect connected **with any gang activity** будет получена фраза is the suspect connected **with activity**. А из фразы give me all rapes **in the city that happened last week**  - фраза give me all rapes **in the city**. Таки образом, данное правило помогает сформировать довольное интересные гипотезы без дополняющих конструкций, сократив их до одного ключевого слова.

1. **Удаление предложных конструкций внутри таких же предложных конструкций.** Примером работы этого правила будет следующее дерево:

(VP (VB find)

(NP (PRP$ my) (NN video) (NN record))

(PP **(IN with)**

(NP

(NP (NN car))

(VP (VBG crashing)

**(PP (IN in)**

**(NP (DT the) (NN gallery)))))))))**

Видно, что одна предложная конструкция вложена в другую, что, скорее всего, говорит о ее описательном значении. Применив данное правило можно получить следующую гипотезу: find my video record with car crashing. Или из фразы tell about a pink Jeep **with leather seats** – гипотезу tell about a pink Jeep, что является прекрасным примером полезности этого правила.

1. **Удаление предложных конструкций.** Это правило подразумевает полное удаление предложных конструкций из предложения, что, конечно же, требуют значительного уменьшения достоверности таких гипотез, но в некоторых ситуациях просто необходимо. Пример такой фразы: white ford pickup **with license plate ABC123**, blue Chevy sedan **with Arizona license abc123**. Выделение семантического значения из таких фраз возможно только после применения данного правила.

## Применение правил

При применении сформулированных выше правил семантического сокращения предложений нужно учитывать несколько особенностей. Рассмотрим каждую из них.

Первое. Каждое правило работает путем рекурсивного спуска по синтаксическому дереву и одновременному анализу одного конкретного уровня дерева. Если на этом уровне можно применить правило, то оно применяется, и каждое такое применение приводит к формированию новой гипотезы, причем сформированная гипотеза записывается, но ее анализ не происходит. Если правило нельзя применить на этом уровне, алгоритм спускается ниже. После прохождения всех уровней исходного дерева, сформированные гипотезы добавляются в общий список гипотез и запоминаются. Далее происходит применение этого правила для только что сформированных гипотез. Данный процесс происходит до тех пор, пока применение правило приводит к формированию новых гипотез. Рассмотрим эту особенность на примере работы правила INremovingRule (удаление предложных конструкций) над следующим деревом:

(VP (VB tell)

(NP (PRP me))

**(PP (IN about)**

(NP

(NP (NNS robberies))

**(PP (IN in)**

(NP (CD 2) (NNS miles))))))))

Анализ дерева происходит рекурсивно «сверху вниз», поэтому первое срабатывание правила приведет к формированию гипотезы «tell me», после чего анализ продолжится и будет сформирована еще одна гипотеза – «tell me about robberies». После этого применение правила будет закончено и к списку гипотез будет добавлено две новые - «tell me» и «tell me about robberies». Так как правилу удалось сформировать две гипотезы из исходной фразы, для каждой из них будет произведено повторное применение этого правила, что приведет к формированию третье гипотезы - «tell me». На этом применение правила будет закончено. Результат – три гипотезы: «tell me», «tell me about robberies» и «tell me».

Отсюда возникает третья особенность применения подобных правил – после срабатывания каждого из них необходимо исключить из списка гипотез повторяющиеся. Так как правило INremovingRule сформировало три гипотезы, но две из них повторяются, то результатом работы данного правила будет только две конечные гипотезы - «tell me» и «tell me about robberies», третья будет удалена как повторяющаяся.

## Восстановление предложения

Основой разрабатываемого модуля формирования гипотез пользовательского ввода являются описанные выше правила работы с синтаксическими деревьями. Эти правила приводят к изменению синтаксического дерева, которые было сформировано синтаксическим анализатором, и результатом работы этих правил являются точно такие же деревья – с измененными или удаленными листьями или ветками. Но в качестве результата работы всего модуля мы должны получить именно предложения, поэтому необходимо произвести обратное преобразование синтаксического дерева (измененного правилами) в предложение (гипотезу). К сожалению, библиотека The Stanford Parser, используемая в проекте, не предоставляет стандартных инструментов для этого.

Мной была замечена особенность работы этой библиотеки, а точнее – особенность составленных ею деревьев. Порядок следования листьев в таких деревьях соответствует порядку слов в исходном предложении. Например, для предложения «Describe second witness in case 1112» будет сформировано уже знакомое нам дерево:

(S

(VP (VB Describe)

(NP (JJ second) (NN witness))

(PP (IN in)

(NP (NN case) (CD 1112))))))

Данное дерево хранится в памяти в виде экземпляра класса Tree используемой библиотеки, у которого есть стандартный метод getLeaves(), возвращающий массив листьев данного дерева. Данный метод вернет массив листьев этого дерева следующего вида:

(VB Describe)(JJ second)(NN witness)(IN in)(NN case)(CD 1112)

И даже изменение исходного дерева не приведет к нарушению порядка следования этих листьев. Таким образом, для того, чтобы из синтаксического дерева восстановить предложения, достаточно получить список листьев этого дерева и извлечь из этого списка слова (Leave.getWord()). Именно таким образом в модуле формирования гипотез будет происходить восстановления предложений после формирования гипотез.

## Общая архитектура проекта

После описания всех ключевых этапов работы алгоритма можно сформировать общую архитектуру проекта. Изобразим ее в виде схемы:

**Stanford Parser:** Построение синтаксического дерева.

Предварительная обработка предложения

**Исходное предложение**

**Применение правил семантического сокращения предложения**

Обновление списка гипотез

Формирование гипотезы, если это возможно, добавление ее в список

Переход на другой уровень дерева, если это возможно

Анализ текущего уровня дерева

**Stanford Parser:** Формирование предложений из новых деревьев

**Список гипотез пользовательского ввода**

Удаление повторов

Повторное применение правила. **Всего: 9 правил**

Выход из рекурсии

# Программная реализация модуля составления гипотез

Как было сказано ранее, метод генерации гипотез пользовательского ввода основан на анализе синтаксического дерева исходного предложение. Такое синтаксическое дерево было решено строить средствами библиотеки **Stanford CoreNLP**, а именно при помощи синтаксического анализатора предложений The Stanford Parser, входящего в эту библиотеку. Код данной библиотеки написан на языке высокого уровня Java и доступен под лицензией GPL для использования в некоммерческих проектах. Так же существуют решения для подключения библиотеки к другим языкам, но было решено не использовать их, а реализовывать модуль генерации гипотез на языке Java.

Программная реализация проекта будет происходить в среде разработки IntelliJ IDEA the Java IDE от компании JetBrains, сборка проекта будет осуществляться инструментом для сборки Java проектов – Maven.

Для использования библиотеки Stanford CoreNLP в проекте достаточно добавить зависимости в файл описания сборки Maven – **pom.xml**. Файлы библиотеки автоматически загрузятся с официального сайта и станут доступны для использования в проекте.

<**dependency**>  
 <**groupId**>edu.stanford.nlp</**groupId**>  
 <**artifactId**>stanford-corenlp</**artifactId**>  
 <**version**>3.6.0</**version**>  
</**dependency**>  
  
<**dependency**>  
 <**groupId**>edu.stanford.nlp</**groupId**>  
 <**artifactId**>stanford-corenlp</**artifactId**>  
 <**version**>3.6.0</**version**>  
 <**classifier**>models</**classifier**>  
</**dependency**>

## Основной класс модуля

Основной класс модуля HypGenerator является входной точкой для всего алгоритма. В конструкторе этого класса происходит инициализация средств библиотеки Stanford CoreNLP, инициализация классов всех правил и вспомогательных инструментов.

Помимо конструктора класс содержит метод generateHypothesis(String inputSentence), принимающий в качестве входного параметра исходное предложение пользователя и возвращающий список из гипотез, построенных на основе этого предложения. Метод генерации гипотез последовательно выполняет следующие операции:

1. Применение к исходному предложению правил первичной обработки: PunctuationRule, SProcessingRule, NumberProcessingRule.
2. Формирование на основе обработанного предложения исходной (оригинальной) гипотезы средствами синтаксического анализатора и добавление ее в список сформированных гипотез – resultList. Достоверность исходной гипотезы считается равной единице.
3. Последовательное применение к списку сформированных гипотез всех правил семантического сокращения предложения и обновление списка гипотез после применения каждого правила.
4. Сортировка списка гипотез по убыванию значения достоверности каждой из гипотез.
5. Возвращение списка сформированных гипотез пользовательского ввода.

Программный код реализации основного класса модуля генерации гипотез пользовательского ввода приведен в приложении №1 данной работы.

## Класс гипотезы пользовательского ввода

Все методы и классы реализуемого модуля оперируют объектами элементарного класса InputHypothesis. Этот класс описывает гипотезу пользовательского ввода и содержит два поля: **hTree** – синтаксическое дерево гипотезы и **hConfidence** – экземпляр класса HypothesisConfidence, описывающего достоверность гипотезы и содержащий методы для ее изменения и обновления.

Конструктор класса InputHypothesis принимает два параметра – синтаксическое дерево (экземпляр класса Tree библиотеки Stanford CoreNLP) и исходное значение достоверности гипотезы (либо экземпляр класса HypothesisConfidence).

Помимо этого реализован метод для сравнения объектов данного класса для сортировки списка сформированных гипотез. Сравнение объектов происходит путем сравнения значений достоверностей этих гипотез.

Класс, описывающий достоверность гипотезы, - **HypothesisConfidence** содержит в себе три поля – число слов в гипотезе (wordCount), глубина синтаксического дерева (treeDeep), значение достоверности (confidence). Каждое из этих полей используется для расчета нового значения достоверности в методе этого класса updateConfidence.

Программный код реализации этих классов также приведен в приложении №1 данной работы.

## Реализация правил семантического сокращения

В разделе «Разработка метода генерации гипотез пользовательского ввода» было сформулировано 12 правил семантического сокращения предложений, которые формируют новые гипотезы пользовательского ввода. Для того чтобы алгоритм был легко расширяем и была возможность простого добавления новых правил в систему – было решено каждое правило реализовывать в виде отдельного класса. Помимо этого все классы, описывающие программную реализацию правил, наследуются от общего предка – класса **BaseHypothesisRule**. Такая структура проекта позволяет привести объект любого класса из правил к общему предку и хранить все экземпляры этих классов в одном массиве (смотри реализацию класса HypGenerator).

Класс BaseHypothesisRule содержит несколько методов:

1. getRuleName() – возвращает название правила. Используется для отладки и выведения информации на экран.
2. cleanHypothesisList(List<InputHypothesis>) – метод удаляет из заданного списка гипотез повторяющиеся предложения. Определение повторов происходит путем преобразования синтаксического дерева каждой гипотезы в строку и сравнения этих строк между собой. В случае обнаружения повтора – удаляется гипотеза с **большим** значением достоверности.
3. getNewTree(Tree) – метод формирует новое дерево на основе исходного. Подобная процедура необходима по той причине, что после вычеркивания грамматических конструкций из дерева оно теряет свою семантическую целостность, и дальнейшее применение других правил не приносит никакого результата. Поэтому после формирования каждой гипотезы в качестве ее синтаксического дерева используется вновь сформированное этим методом дерево.
4. getHypothesis(List<InputHypothesis>) – основной функциональный метод для каждого правила. Его назначение – из списка входных гипотез сформировать новые и вернуть их в основной класс модуля. Данный метод переопределен в каждом наследующем классе с учетом правила семантического сокращения, которое реализует этот класс.

В свою очередь каждый из 13 классов, реализующих функционал того или иного правила семантического сокращения предложения, является потомком класса BaseHypothesisRule, и в своей реализации переопределяет метод getHypothesis.

## Вспомогательные и служебные классы

Класс **CoreNlpPipeline** – является интерфейсом для удобной работы с методами библиотеки Stanford CoreNLP. В этом классе происходит инициализация этой библиотеки и написаны методы для обращения к ней, например методы формирования дерева из строки, содержащей предложение, или метод для формирования сразу списка деревьев, если в строке содержится несколько отдельных предложений. Создание подобного класса было вызвано необходимостью выполнения нескольких обращений к библиотеке для формирования синтаксического дерева, что было неудобно делать в основном цикле программы.

Класс **CoreNlpOutput** используется для обратной процедуры - восстановления предложения по синтаксическому дереву. Алгоритм восстановления предложения на основе дерева был описан в разделе «Разработка метода генерации гипотез пользовательского ввода». Так же в классе реализованы методы для вывода синтаксического дерева на экран, вывода на экран списка гипотез, которые используются на этапе отладки.

Класс **CoreNlpConstants** содержит в себе строковое описание констант, используемых в обозначениях грамматических конструкций и различных частей речи в синтаксических деревьях библиотеки Stanford CoreNLP. Так же в этом классе определены коэффициенты, которые используются для расчета значений достоверности гипотез, подробное описание и назначение этих констант приведено в следующей главе.

# Разработка метода оценки достоверности гипотезы

Любая система извлечения информации из произнесенного пользователем предложения принимает на вход список из наборов «гипотеза - ее достоверность». Подобный список гипотез и их достоверностей формируется программами распознавания человеческой речи и перевода ее в текст. Необходимость формирования нескольких гипотез произнесенной фразы вызвана тем, что системы распознавания речи работают, чаще всего, по принципу машинного обучения или на основе обучаемых нейронных сетей, а такие алгоритмы зачастую не могут дать однозначного ответа на вопрос – что сказал пользователь. Поэтому обычная схема работы голосовых помощников заключается в том, что на вход модуля выделения смысловой составляющей поступает набор гипотез с системы распознавания речи. При реализации моего проекта, а именно модуля формирования гипотез пользовательского ввода, было решено воспользоваться этой особенностью и «встроить» данный алгоритм между системой распознавания речи и модулем извлечения семантического значения. Подобная интеграция заключается в расширении списка гипотез искусственно сформированными гипотезами. Так же было решено добавить в алгоритм формирования гипотез правило расчета достоверности искусственно сформированных гипотез, для того, чтобы модуль извлечения смысла мог оценить, насколько та или иная гипотеза соответствует изначальному предложению, произнесенному пользователем.

Расчет достоверности для сформированных гипотез должен опираться на несколько основных принципов:

1. Достоверность вновь сформированной гипотезы не может быть ниже достоверности исходной гипотезы.
2. Достоверность гипотез должна оцениваться показателем от 0.0 до 1.0. Этого требуют все системы выделения смысловой составляющей из предложения.
3. Расчет достоверности гипотезы должен происходить с учетом количества вычеркнутых из предложения слов. Чем больше слов вычёркивается при применении того или иного правила – тем ниже достоверность этой гипотезы.
4. Расчет достоверности гипотезы должен происходить с учетом синтаксической роли вычеркнутых слов из предложения, или, проще говоря, должен зависеть от части речи вычеркиваемого слова.
5. Расчет достоверности гипотезы должен происходить с учетом особенности применяемого правила семантического сокращения и степени влияния того или иного правила на общее семантическое значение после его применения.