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|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |  |  |
| 1 | -1 | -1 | 166 | 169 | 74 | 79 | 108 | 162 | 89 | 147 | 124,25 |
| 2 | -1 | +1 | 137 | 109 | 127 | 134 | 145 | 125 | 116 | 75 | 121 |
| 3 | +1 | -1 | 143 | 110 | 139 | 92 | 158 | 91 | 109 | 150 | 124 |

m=8 – необхідна кількість дослідів(визначено програмою, детальніше в прикладі роботи програми)

**Приклад роботи програми**

**m = 5  
Ruv = [3.2773, 0.4307, 0.7411]  
Rкр = 2.16  
Збільшуємо кількість дослідів.**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ **m = 6  
Ruv = [5.9763, 0.5041, 1.9517]  
Rкр = 2.16  
Збільшуємо кількість дослідів.**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ **m = 7  
Ruv = [7.1837, 0.8513, 2.1009]  
Rкр = 2.16  
Збільшуємо кількість дослідів.**\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ **Ymin = 70, Ymax = 170  
m = 8  
Y: [[166, 169, 74, 79, 108, 162, 89, 147], [137, 109, 127, 134, 145, 125, 116, 75], [143, 110, 139, 92, 158, 91, 109, 150]]  
Yavg: [124.25, 121.0, 124.0]  
σ²: [1470.9375, 417.25, 619.0]  
σ²₀ = 0.9354  
Fuv: [3.5253, 2.3763, 1.4835]  
Ouv: [2.644, 1.7822, 1.1126]  
Ruv: [1.7575, 0.8362, 0.1204]  
Rкр = 2.43  
  
Нормування:   
mx₁ = -0.3333  
mx₂ = -0.3333  
my = 123.0833  
a: [1.0, -0.3333, 1.0]  
aa: [-42.4167, -40.4167]  
b₀ = 122.5  
b₁ = -1.625  
b₂ = -0.125  
Нормоване рівняння регресії: y = 122.5 + (-1.625)\*x₁ + (-0.125)\*x₂  
122.5 - (-1.625) - (-0.125) = 124.25  
122.5 + (-1.625) - (-0.125) = 121.0  
122.5 - (-1.625) + (-0.125) = 124.0  
  
Натуралізація:   
Δx₁ = 22.5  
Δx₂ = 20.0  
x₁₀ = 7.5  
x₂₀ = 45.0  
a₀ = 123.3229  
a₁ = -0.0722  
a₂ = -0.0063  
Натуралізоване рівняння регресії: y = 123.3229 + (-0.0722)\*x₁ + (-0.0063)\*x₂  
123.3229 + (-0.0722)\*-15 + (-0.0063)\*25 = 124.25  
123.3229 + (-0.0722)\*30 + (-0.0063)\*25 = 121.0  
123.3229 + (-0.0722)\*-15 + (-0.0063)\*65 = 124.0**

**Контрольні запитання**

1. Що таке регресійні поліноми і де вони застосовуються?

Регресійний поліном – це рівняння регресії виду

![](data:image/png;base64,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)

використовується в ТПЕ для оцінки результатів вимірів.

1. Визначення однорідності дисперсії.

Однорідність дисперсій – властивість, коли дисперсії вимірювання функцій відгуку є однаковими, або близькими.

1. Що називається повним факторним експериментом?

ПФЕ – експеримент, в якому використовуються всі можливі комбінації рівнів факторів.