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### Abstract

This paper describes the application of SVM classifier for sentiment classification of Russian Twitter messages in the banking and telecommunications domains of SentiRuEval-2016 competition. A variety of features were implemented to improve the quality of message classification, especially sentiment score features based on a set of sentiment lexicons. We compare the result differences between train collection types (balanced/imbalanced) and its volumes, and advantages of applying lexicon-based features to each type of the training classifier modification. The created system achieved the third place at SentiRuEval-2016 in both tasks. The experiments performed after the SentiRuEval-2016 evaluation allowed us to improve our results by searching for a better 'Cost' parameter value of SVM classifier and extracting more information from lexicons into new features. The final classifier achieved results close to the top results of the competition.
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# Problem and Data

In the SentiRuEval-2016 competition one of the suggested tasks is devoted to the reputation analysis of Twitter messages. Being participant you had to determine a sentiment class, which shows the relationship between the message and a company mentioned in it. The organizers offered two domains of companies: bank companies (BANK) and telecommunication companies (TCC).

In each domain, the organizers provided the participants with the training and test collections. The latter collection contains unlabeled messages. The participants were required to label each message of the test collection with one of the following scores:

**1** – *positive*, **0** – *neutral*, **-1** – *negative*.

# Approach

Among the variety of classifiers of the area of machine learning, we used SVM with linear kernel method due to the results [5] which shows advantages (in comparison with NB) in case of the unigram message processing model. The sentiment classification model has been built by means of LibSVM[[1]](#footnote-1) library [1].

The message processing algorithm consists of the following steps:

1. Lemmatize message words to produce a list of message terms;
2. Removing retweet symbols (‘RT’), user names (term with ‘@’ prefixes), and URL-links;
3. Applying the list of the *stop words*.
4. Replace pattern bigrams and unigrams with sentiment prefixes:

*I am prepared for the worst part, but hope for the best part of the day*

*I am prepared for the –part, but hope for the +part of the day*

As the measure of weight coefficients we use TF-IDF. We also added the following extra features:

* Emoticons (calculating the *sum* of positive and negative emoticons);
* Amount of UPPERCASE WORDS;
* Amount of signs: {‘?’, ‘…’, ‘!’};
* Calculating *sum* , those terms , which presented in the message and *sentiment lexicon* [6], [7]. Sentiment lexicons are lists of words and phrases with sentiment scores. The calculated *sum* was normalized by the formula:

The sentiment scores of automatically created lexicons were composed by *Semantic Orientation* (SO) which based on *Pointwise mutual information* (PMI) [8]:

Table 1 presents all used lexicons. The following list shows data used to build lexicons:

1. Corpora of short Twitter posts in Russian language[[2]](#footnote-2);
2. Twitter messages through the January, 2016 (1% of all stream, Russian locale, *Streaming Twitter API*);
3. Sentiment lexicon, created manually by experts [3]. [[3]](#footnote-3)

|  |  |  |  |
| --- | --- | --- | --- |
| № | Positive | Negative | Total |
| 1 | 62 637 **(55.5%)** | 50 177 (44.5%) | 112 814 |
| 2 | 7 370 (3.12%) | 228 721 **(96.8%)** | 236 091 |
| 4 | 2 774 (26.0%) | 7 148 **(67.0%)** | 10 668 |

**Table 1.** Created sentiment lexicons (amount of terms)

# Train Collections

Provided by the SentiRuEval organizers train collections are not balanced. The most part of each collection is belongs to the neutral class (more than 46%, Table 2). To balance collections, all provided collections has been merged separately in each domain, and then balanced by sentiment messages from an external source. This source represents messages from the corpora of short Twitter posts in Russian language.2 The messages have been filtered by means of – lexicon №1 and added in *Extended balanced collection* (see Table 2). The Filtering rule was as follows: a message must contain terms with the highest absolute value. The sign of the absolute value determines the sentiment class (positive or negative).

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Training collection SentiRuEval-2015 [2] | | | | | |
| Collection | Positive messages | Neutral messages | | Negative messages | Total |
| BANK | 356 (7,2%) | 3482 **(70.84%)** | | 1077 (21.29%) | 4915 |
| TCC | 956 (19.67%) | 2269 **(46.69%)** | | 1634 (33.62%) | 4859 |
| Training collection SentiRuEval-2016 [4] | | | | | |
| Collection | Positive messages | Neutral messages | | Negative messages | Total |
| BANK | 1354 (15.41%) | 4870 **(55.4%)** | | 2550 (29.03%) | 8783 |
| TCC | 704 (7.7%) | 6756 **(74.22%)** | | 1741 (19.12%) | 9102 |
| Extended balanced collection | | | | | |
| Collection | Messages in class | | Total messages | | |
| BANK | 6765 | | 20295 | | |
| TCC | 4894 | | 14682 | | |

**Table 2.** Training collections

# Results of SentiRuEval-2016

The following list shows classifier settings (used terms and features in a message vector):

**№1.** Using only Russian terms and #hashtags (sentiment prefixes disabled);

**№2.** Setting №1 + *use sentiment prefixes*, *use lexicons №1 and №2*, include *all features*;

**№3**. Setting №2 + *use lexicon №3*.

Table 3 presents results according to the settings. **Bold** **tagged** results shows the 3rd place among the all (10) participants of SentiRuEval-2016.4

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | BANK | | | |
| Train collection SentiRuEval-2015 | | Extended balanced train collection | |
|  |  |  |  |
| 1 | 38.40 | 42.03 | 45.36 **(+6.96)** | 49.82 **(+7.79)** |
| 2 | 38.49 | 41.50 | 46.72 **(+8.23)** | 50.29 **(+8.79)** |
| 3 | 38.62 | 42.18 | **46.83 (+8.21)** | **50.22 (+8.04)** |
| № | TCC | | | |
| Train collection SentiRuEval-2016 | | Extended balanced train collection | |
|  |  |  |  |
| 1 | 48.49 | 64.10 | 51.03 **(+2.54)** | 65.09 **(+0.99)** |
| 2 | 48.32 | 64.73 | 52.31 **(+3.99)** | 65.08 **(+0.35)** |
| 3 | 50.99 | 67.70 **(+1.38)** | **52.86 (+1.87)** | **66.32** |

**Table 3.** Competition results[[4]](#footnote-4), SentiRuEval-2016 (advantages of *Extended balanced train collection*)

# Results improvements

Experiments performed after the SentiRuEval-2016 evaluation allowed us to improve results in following ways:

1. Searching for best *Cost* parameter of SVM classifier *penalty function*. (Cost = 0.5)
2. Introducing new lexicon-based features: calculating *max* and *min* values through all terms of message for each lexicon of Table 1.

Table 4 presents the results after applying all improvements. **Bold tagged** results shows 2nd place among the all participants.4

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| № | BANK | | TCC | |
|  |  |  |  |
| 1 | 49.55 | 53.88 | 52.59 | 66.62 |
| 2 | 50.12 | 53.79 | 52.83 | 67.20 |
| 3 | **52.39** | **55.14** | **54.53** | **69.70** |

**Table 4.** Results improvements
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