代价函数（损失函数或误差函数）是衡量模型预测输出与真实标签之间差异的重要组件，其目的是通过最小化这个差异来优化模型参数。下面将梳理本学期学过的各类代价函数：

1. 均方误差（Mean Squared Error, MSE）\*\*:

用于回归问题，计算预测值与真实值之差的平方和的平均值。

公式：

2. 均方根误差（Root Mean Squared Error, RMSE）\*\*:

是MSE的平方根，提供了与MSE相同的信息，但单位与原数据相同。

公式：![](data:image/x-wmf;base64,183GmgAAAAAAACAKQAIACQAAAABxVgEACQAAA+8BAAAHAKAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAKCwAAACYGDwAMAE1hdGhUeXBlAABAABIAAAAmBg8AGgD/////AAAQAAAAwP///7r////gCQAA+gEAAAgAAAD6AgAAAAAAAAAAAAIEAAAALQEAAAUAAAAUAmIBuQUFAAAAEwJMAeAFBQAAABMC5gE9BgUAAAATAk8AowYFAAAAEwJPAMgJBwAAAPwCAAAAAAACAAAEAAAALQEBAAgAAAD6AgUAAQAAAAAAAAAEAAAALQECABoAAAAkAwsAtgVdAesFQAE+Br4BnAZGAMgJRgDICVkAqgZZAEcG5gE0BuYB1gVZAbwFaAEEAAAALQEAAAUAAAAJAgAAAAIFAAAAFALAAUYAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJDLFgNhQJB2+A+WdgAAAAAEAAAALQEDABIAAAAyCgAAAAAHAAAAUk1TRU1TRQDqAD4BwACMAz4BwAAAAwUAAAAUAsABhAQcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1knZAAAAAkMsWA2FAkHb4D5Z2AAAAAAQAAAAtAQQABAAAAPABAwAJAAAAMgoAAAAAAQAAAD0AAAOgAAAAJgYPADYBQXBwc01GQ0MBAA8BAAAPAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQARBUFyaWFsABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBABAAAAAAAAAADwECAINSAAIAg00AAgCDUwACAINFAAIEhj0APQMACgAADwABAA8BAgCDTQACAINTAAIAg0UAAAsBAQAAAAoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQMABwAAAPwCAAAAAAAAAAAEAAAALQEFABwAAAD7AhAABwAAAAAAvAIAAAD+AQICIlN5c3RlbQAAIQCKAgAACgAGAAAAIQCKAv////9w1RYDBAAAAC0BBgAEAAAA8AEEAAMAAAAAAA==)

3. 交叉熵损失（Cross-Entropy Loss）\*\*:

主要用于分类问题，尤其是多分类问题。当使用softmax激活函数时，它衡量预测概率分布与实际类别标签的对数似然。

对于二分类问题，可以简化为：

4. Hinge损失（SVM损失）\*\*:

常用于支持向量机（SVM）和其他最大边距分类器，鼓励模型找到能够最大化类别间隔的决策边界。

公式：

损失函数的选择取决于具体问题的性质和需求，例如数据连续或离散、回归或分类等。