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Preface

This Ph.D. thesis has been prepared at the Department of Computer Science at the University of Copenhagen (DIKU), during the period March 1992 to February 1995. The work has been supervised by Professor Jakob Krarup.

The presentation consists of an introduction followed by ten separate papers, con­sidering different aspects of several problems within the family of Knapsack Problems. Chapters 2, 4, 5, 7, 8 and 11 have been (or will be) published in [75,66,77,81,78,80] respectively, while Section 1.4 in the Introduction is based on [7]. Several of the papers have been presented at conferences or as international talks: Chapter 4 in Trondheim [66], Chapter 6 in Pisa [74], Chapter 7 in Paris [73], Chapter 8 and 10 in Copenhagen [78,79], and finally Chapter 11 in Reykjavik [80]. Remaining papers are still being refereed, and thus have an unknown fate.

All the 11 chapters are to some extent self-contained, since they have been written and published separately. But by reading the chapters in the present order, most profit will be attained, as the emergence of new ideas and generalizations can be followed.

People working with Knapsack Problems are often fascinated by the graphics of the Dutch lithographic artist M.C. Escher. Martello and Toth, the perhaps formest re­searchers in this field, chose the lithography “Relativity” for covering their recent book on Knapsack Problems. To continue this tradition, I have chosen the woodcut “Smaller and Smaller” (1956) for the front of this thesis, as it fully describes the nature of dynamic programming as opposed to branch-and-bound techniques.
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Abstract

This thesis considers a family of combinatorial problems known under the name Knapsack Problems. As all the problems are АЛР-hard we are searching for exact solution techniques having reasonable solution times for nearly all instances encountered in practice, despite having exponential time bounds for a number of highly contrived problem instances. A similar behavior is known from the Simplex algorithm, which despite its exponential worst-case behavior has reasonable solution times for all realistic problems.

A promising approach for solving Knapsack Problems is to develop algorithms where the worst-case complexity is bounded by some appropriate measure of the “hardness” of a problem, e.g. the magnitude of the coefficients, the number of undominated items, or the number of variables where the integer solution differs from the continuous solution. Although such bounds in the worst case degenerate to exponential solution times, they allow us to segregate several groups of easily solvable instances.

The approach has been applied to several problem types within the Knapsack fam­ily, and thorough computational experiments document the attractive properties of the algorithms developed. Most of the exact algorithms have linear solution times for easy instances, while hard instances generally may be solved in pseudo-polynomial time.

ABSTRACT

Chapter 1 Introduction

The aim of this thesis is to develop exact algorithms for Knapsack Problems having reasonable solution times for nearly all instances encountered in practice, despite having exponential time bounds for a number of highly contrived problem instances.

This introduction gives an overview of the family of Knapsack Problems, show several applications of theoretical as well as of practical origin, and describe the basic solution techniques that are applied to these problems. Also some important aspects not covered elsewhere, can be found here, e.g. a discussion of approximate algorithms. The introduction is closed with an overview of the complete work, placing it in relation to the rest of the literature.

1. Background

Knapsack Problems have been intensively studied since the pioneering work of Dantzig [13] in the late 50’s, both because of their immediate applications in industry and finan­cial management, but more pronounced for theoretical reasons, as Knapsack Problems frequently occur by relaxation of various integer programming problems. In such appli­cations, we need to solve a Knapsack Problem each time a bounding function is derived, demanding extremely fast solution techniques.

The family of Knapsack Problems all require a subset of some given items to be chosen such that the corresponding profit sum is maximized without exceeding the capacity of the knapsack(s). Different types of Knapsack Problems occur, depending on the distribution of the items and knapsacks: In the 0-1 Knapsack Problem each item may be chosen at most once, while in the Bounded Knapsack Problem we have a bounded amount of each item type. The Multiple-choice Knapsack Problem occurs when the items should be chosen from disjoint classes and, if several knapsacks are to be filled simultaneously, we get the Multiple Knapsack Problem. The most general form is the Multi-constrained Knapsack Problem, which basically is a general Integer Programming (IP) Problem with positive coefficients.

All Knapsack Problems belong to the family of MV — hard problems, meaning that it is very unlikely that we ever can devise polynomial algorithms for these problems. But despite the exponential worst-case solution times of all Knapsack algorithms, several large scaled instances may be solved to optimality in fractions of a second. This surprising result is the outcome of several decades of research which have exposed the special structural properties of Knapsack Problems that make the problems so relatively easy to solve. The intension of this thesis is to expound several of these properties and show their impact on the solution methods.

As the Knapsack Problems are АЛР-hard we do not know any other exact solution techniques than a (possibly complete) enumeration of the solution space. However quite a lot of effort may be saved by using one of the following techniques:

* Branch-and-bound: Basically a complete enumeration, but bounds are used for fathoming nodes that cannot lead to an improved solution. Branch-and-bound techniques have frequently been applied to Knapsack Problems since Kolesar [42] presented the first algorithm in 1967.
* Dynamic programming: May be seen as a breadth-first enumeration with the ad­dition of some dominance rules. Sometimes bounding tests are added to dynamic programming algorithms whereby they become “advanced” forms of branch-and- bound algorithms. Interesting time bounds may be obtained by this technique for several problems in the Knapsack family.
* State space relaxation: Is a dynamic programming relaxation where the coefficients are scaled by a fixed value. In this way the time and space complexity of an algorithm may be considerably decreased, at the loss of optimality. State space relaxations lead to efficient approximate algorithms for several Knapsack Problems.
* Preprocessing: Several variables may be a-priori fixed at their optimal values by using some bounding tests to exclude certain values of the solution variables.

Ibaraki [35,36] gives a thorough description of these techniques.

This thesis presents theoretical and practical results for several of the above techniques, when applied to problems from the Knapsack family. Most of the problems considered are keypseudo-polynomially solvable, i.e. the complexity is bounded by the number of vari­ables and the magnitude of the largest coefficient in the instance. Here, at the borderline between MV and V, several interesting results may be obtained: Algorithms that despite their MV-bard worst-case complexity have very reasonable solution times for almost any practically occurring instances.

New enumerative algorithms will be presented, that apply classical as well as newly developed bounding rules, enumeration schemes and preprocessing methods. Every topic is thoroughly documented with extensive computational experience.

Although this thesis covers several problems, the family of Knapsack Problems is very wide and cannot be fully treated here. The book by Martello and Toth [53] covers several additional classical problems from the family, while Dudzinski and Walukiewicz [20] cover some more specific generalizations of the problems. Knapsack Problems are also considered in almost every book on integer programming. Especially the books by Syslo, Deo and Kowalik [91] and Ibaraki [35,36] give a profound introduction.

1. The Problems

This thesis considers several problems from the family of Knapsack Problems. In all variants of the problem we have some items with a profit pj and weight Wj which are packed in one or more knapsacks of capacity c. We will assume that all coefficients Pj, Wj, c are positive integers although weaker assumptions sometimes may be handled in the individual problems.

The 0-1 Knapsack Problem is the problem of choosing a subset of the n items such that the corresponding profit sum is maximized without having the weight sum to exceed the capacity c. This may be formulated as the following maximization problem:

П

maximize ^ pjXj

*3 = 1*

subject to ^2 wjxj < c,

*3 = 1*

*Щ* e {0, !}, *j = l,...,n,*

where Xj is a binary variable equalling 1 if item j should be included in the knapsack, and 0 otherwise.

If we have a bounded amount mj of each item type j, then the Bounded Knapsack Problem arises as:

maximize ^ Pjxj

*3 = 1*

subject to Y,WjXj < c,

*3 = 1*

Xj e {0,1,..., m,j}, j = 1,..., n.

Here Xj is the amount of each item type to be included in the knapsack in order to obtain the largest objective value.

The Unbounded Knapsack Problem is a generalization of the Bounded Knapsack Prob­lem, where an unlimited number of each item type is available:

maximize У'pjXj

*3=1*

subject to WjXj < c,

*3=1*

Xj > 0 integer, j = 1,..., n.

Actually, any variable Xj of an Unbounded Knapsack Problem will be bounded by the capacity c, as the weight of each item is at least one. But generally there is no advantage to gain by transforming an Unbounded Knapsack Problem to the bounded version.

Another generalization of the 0-1 Knapsack problem is to choose exactly one item j from each of к classes Ni: i = 1,..., к such that the profit sum is maximized. This gives

the Multiple-choice Knapsack Problem which is defined as

maximize subject to

**E**v

Z *PH*

***xij***

*i=lj£Ni*

***к***

Z Z wiixH ^ c>

*i=lj£Ni*

(1.4)

E

*j£Ni*

Xij G {0,1},

*Xi*

i = 1..... Л:.

*i = l,...,k, :j (г X,.*

Here the binary variable хц = 1 states that item j was chosen from class i. The constraint JljeNi xij = 1, i = 1, • • •, к ensures that exactly one item is chosen from each class.

If the profit pj equals the weight Wj for each item in a 0-1 Knapsack Problem we obtain the Subset-sum Problem, which may be formulated as:

(1,5)

|  |  |  |
| --- | --- | --- |
| maximize | Z W3xj |  |
|  | j=l  n |  |
| subject to | Z WjX3 | < c. |
|  | j=1 |  |
|  | Xj e {0, | 1}, |

The name indicates that it also may be seen as the problem of choosing a subset of the values wi,... ,wn such that the sum is as large as possible without exceeding c.

Now, imagine a cashier who has to give back an amount of money c by using the smallest possible amount of the coins wi,..., wn. The Change-making Problem is then defined as:

(i,6)

|  |  |
| --- | --- |
| minimize | HX3 |
|  | j = l n |
| subject to | У" WjXj = c, |
|  | j=1 |
|  | Xj > 0 integer, j |

where Wj is the face value of coin j, and we assume that an unlimited amount of each coin is available. The optimal number of each coin j that should be used is then expressed by Xj. This problem may be considered as a minimization variant of the Unbounded Knapsack Problem, where pj = 1 for j = 1,..., n, and where equality must hold in the capacity constraint.

If we shall choose some of n items to pack in m knapsacks of (maybe) different capacity Ci such that the largest possible profit sum is obtained the Multiple Knapsack Problem

Here Xij = 1 indicates that item j should be packed into knapsack i, while the constraint YTj=\ WjXij < Ci ensures that the capacity constraint of each knapsack is satisfied. The constraint YX=i xij < 1 ensures that each item is chosen at most once.

A very useful model is the Bin-packing Problem where all n items should be packed in a number of equally sized bins, such that the number of bins actually used is as small as possible. Thus we have

(1.8)

|  |  |  |  |
| --- | --- | --- | --- |
| minimize subject to | E^  i=l  n  E WjXij < cy„ | i = 1,.. | .,n, |
|  | i=i  n  53 x'j= | r—i  II | ,.,n, |
|  | yU{ 0,1}, | i = 1,.. | .,n, |
|  | xij £ {0, 1}, | i = 1,.. | ■,m, j |

where y\* indicates whether bin i is used, and хц states that item j should be packed in bin i. The constraint Yh=\ xij = 1 ensures that every item is packed exactly once, while inequality Y!j=i wjxij < cy\* ensures that the capacity constraint holds for all bins actually used.

The most general form of a Knapsack Problem is the Multi-constrained Knapsack Problem, which basically is a general Integer Programming Problem where all coefficients Pj, Wij and Ci are nonnegative integers. Thus it may be formulated as

maximize E pjXj j=1

(1.9)

*П*

subject to E u'ijXj < Ci,

i = 1,..., m,

arises:

|  |  |  |  |
| --- | --- | --- | --- |
| maximize subject to | V V  E E Pjxij  i=1 j=l  n  E«w ^c'- | 1 = 1,.. | .,m, |
|  | 3 = 1  m  E x':i —  i=l  xij ^ {0, 1}, | 3 = 1, • ■ i = 1,.. | ,.,n, ■,m, j |

*m n*

**(1,7)**

3 = 1

Xj > 0 integer,

Other related problems within the family of Knapsack Problems are: The Collapsing Knapsack Problem which is considered in Fayard and Plateau [25], the Nested Knapsack Problem treated in Dudzinski and Walukiewicz [20] together with several generalizations, Morin and Marsten [58] bring some results on Nonlinear Knapsack Problems, and finally Burkard and Pferschy consider the Inverse-parametric Knapsack Problem in [9]. Although usually not refered to as a Knapsack Problem, Martello and Toth treats the Generalized Assignment Problem in [53] using the terminology of Knapsack Problems.

1. Applications

Knapsack Problems have numerous applications in theory as well as in practice. From a theoretical point of view, the simple structure pleads for exploitation of numerous inter­esting properties, that can make the problems easier to solve. Knapsack Problems also arise as subproblems in several algorithms for more complex combinatorial optimization problems, and these algorithms will benefit from any improvement in the field of Knapsack Problems.

Despite its name, practical applications of Knapsack Problems are not limited to packing problems: Assume that n projects are available to an investor, and that the profit obtained from the j’th project is pj, j = 1,..., n. It costs Wj to invest in project j, and only c dollars are available. An optimal investment plan may be found by solving a 0-1 Knapsack Problem.

Another application appear in a restaurant, where a person has to choose к courses, without surpassing the amount of c calories, his diet prescribes. Assuming that there are N>i dishes to choose among for each course i = 1,..., k, and Wij is the nutritive value while Pij is a rating saying how well each dish tastes. Then an optimal meal may be found by solving the Multiple-choice Knapsack Problem [90].

The Bin-packing Problem has been applied for cutting iron bars in a kibbutz [89], in order to minimize the number of bars used each day. Here Wj is the length of each piece demanded, while c is the length of each bar, as delivered from the factory.

Apart from these simple illustrations we should mention the following major applica­tions: Problems in cargo loading, cutting stock, budget control, and financial management may be formulated as Knapsack Problems, where the specific model depends on the side constraints present. Sinha and Zoltners [90] proposed to use Multiple-choice Knapsack Problems to select which components should be linked in series in order to maximize fault tolerance. Diffe and Heilman [17] designed a public cryptography scheme whose security relies on the difficulty of solving the Subset-sum Problem. Martello and Toth [50] mention that two-processor scheduling problems may be solved as a Subset-sum Problem. Finally the Bin-packing Problem may be used for packing envelopes with a fixed weight limit.

The more theoretical applications either appear where a general problem is trans­formed to a Knapsack Problem, or where the Knapsack Problem appears as subproblem, e.g. for deriving bounds in a branch-and-bound algorithm designed to solve more com­plex problems. In the first category G. B. Mathews back in 1897 [56] showed how several constraints may be aggregated to one single knapsack constraint, making it possible to solve any IP Problem as a 0-1 Knapsack Problem. Moreover Nauss [60] proposed to transform nonlinear Knapsack Problems to Multiple-choice Knapsack Problems. In the second category we should mention that the 0-1 Knapsack Problem appears as a subprob­lem when solving the Generalized Assignment Problem, which again is heavily used when solving Vehicle Routing Problems [44]. Also Krarup and Illes [43] apply a knapsack type relaxation in connection with finite projective planes.

In the following we will elaborate on the theoretical applications, by showing examples on how combinatorial problems are transformed to Knapsack Problems, and how the latter appear as subproblems of more complex combinatorial problems.

1. Merging Constraints

All the Knapsack Problems presented can be viewed as special cases of the general Integer Programming Problem. It is however interesting to see, that the opposite also holds, meaning that every system of linear equations with integer coefficients can be transformed into a single linear equation with the same set of nonnegative integer solutions as the system to which it corresponds [88]. Thus any IP Problem may be transformed to a 0-1 Knapsack Problem by the following technique:

Consider the following IP Problem with two integer constraints in bounded variables

П

maximize X) pjXj j=i

П

subject to 'Y^wijXj = ci, (1.10)

j=i

П

) ) 3i)2 jXj C'J,

3=1

0 < Xj < Uj, Xj integer, j = 1, 2,..., n,

where we have equality in the constraints, as weaker constraints may be obtained by adding some slack variables. Let

g(x) = ci - wij

*3 = 1*

*П*

*h(x) = C-2* “ X] *W2j*

*3 = 1*

*X*

*31*

(1.11)

*X*

*31*

be the difference between the right and left side of the constraints. By using the bounds on Xj we derive the following bound on g(x)

Cl —£ WijUj < g(x) < (•[ — У"] wXj

*3=1 3=1*

*и*

*•31*

(1.12)

where = тах{-ш^, 0} and = min{zcy, 0}. If we choose a positive integer Л satisfy­ing

Л > max < (•[ — У"]

*Wi4U*

1 *j u3 i*

"С + X)

*wLu*

1 *ju3 ( 1*

(1.13)

*3=1 3=1*

then we have \g(x)\ < X. Now multiply the second constraint in (1.10) with Л and add it to the first constraint, obtaining the following problem

maximize

E *is*

*3=1*

*Xi*

subject to + Xw2j)xj = ci + Ac2,

**(1.14)**

3=1

0 < Xj < Uj, Xj integer, j = 1, 2,..., n.

Proposition 1.1 Equations (1.10) and (1.14) have identical sets of nonnegative integer solutions when Л is chosen according to (1.13).

Proof It is evident that (1.10) implies (1.14) for any multiplier Л. Thus to prove that the opposite holds assume that a: is a solution to (1.14) with

*h(x) = K,* (1.15)

where К must be an integer, as the constraints are integral. We wish to prove that when Л is chosen according to (1.13) then К = 0. Note, that the constraint in (1.14) may be written

g(x) + Л h(x) = 0, (1-16)

which by insertion of (1.15) gives g(x) + Л К = 0. But Л was chosen such that \g(x)\ < A and since К is an integer we must have К = 0. This implies that h(x) = 0 and due to (1.16) we also have g(x) = 0, so both constraints in (1.10) are satisfied. □

Having shown how to merge two constraints into one, we can repeatedly merge any number of constraints into a single knapsack constraint. Negative coefficients in the Knapsack model are easily handled by using the technique described in [53] p. 14. However the merging of constraints is of limited use due to the rapid growth of the weights Wj in the constraints. Actually, Chvatal [11] showed that if the weights are distributed in a sufficiently large interval, then any enumerative algorithm will have to consider at least 2"/10 states in order to solve the problem to optimality. Thus the presented technique is only applicable for a very limited number of constraints and only for moderately sized weights Wj.

1. Surrogate Relaxation of Set Covering Problems

Let S be a finite set of m elements, and let Si,..., Sn be some given subsets of S. In the Set Covering Problem we have to choose some of the subsets Sik, к = 1,..., I, such that we obtain

U = S, (1.17)

k=1

at least possible cost. It may be formulated as the following minimization problem:

П

minimize ^ pjXj j=i

*П*

subject to ^2 WijXj >1, i = 1,..., m, (1.18)

j=i

*Xj£{0,l}, j = l,...,n,*

where Wij = 1 if element i is contained in subset Sj, and the value pj > 0 is the cost of choosing subset Sj. If this problem is solved through branch-and-bound techniques, one may derive tight lower bounds by solving the surrogate relaxed problem: Summing the inequalities in (1.18) with weights 7q > 0 we get the problem [35]:

П

minimize 'ЦТ pjXj j=i

n / m \ m

subject to EE ЩЩу Xj > (1.19)

j=1 \«=1 / i=1

*Xj* e {0,1}, *j = i,...,n,*

which is a variant of the 0-1 Knapsack Problem, in which the direction of the inequality has been reversed. The problem may be solved as an ordinary Knapsack Problem, where the decision variables Xj specifies which items in (1.19) should not be included in the knapsack.

1. Tightening Constraints in IP Problems

We consider a general Integer Programming Problem given by

maximize ^ PjXj

j=i

*П*

subject to ^2 WijXj < Ci, i = 1,..., m, (1-20)

3 = i

Xj > 0 integer j = 1,..., n,

where pj, Wij and щ are nonnegative integers. It is well known that tighter constraints in (1.20) generally lead to faster solution times. But actually the constraints may be tightened by solving a series of Subset-sum Problems: For each of the constraints i = l,...,mwe solve the Unbounded Subset-sum Problem given by

maximize z;t = ^ w^Xj i=i

*П*

subject to ^2 wijxj < (1-21)

3=1

Xj > 0 integer j = 1,..., n,

and if Zi < Ci in an optimal solution, we may tighten the constraint in (1.20) to

*П*

У" *u'ijXj < Zi, i =* (1-22)

*i=*i

In this way any upper bound derived by continuous relaxation of (1.22) will be closer to the IP-optimal value, thus speeding up a solution process based on branch-and-bound.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| solution | Xi | X2 | X3 | X4 | X5 | xe | x7 | x8 | x9 | XlO | Жц | Xl2 | Xl3 | Хы | Xl5 | XlQ |
| continuous | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0.35 | 0 | 0 | 0 | 0 | 0 | 0 |
| IP-optimal | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 0 |

Figure 1.1: A typical solution to the 0-1 Knapsack Problem compared to the continuous solution. The break item is b = 10, and it is seen that those variables, where the two solution values differ, generally are close to b.

1. Fundamental Properties of Knapsack Problems

Knapsack Problems are highly structured, which fortunately implies that several instances may be solved in fractions of a second despite the worst-case complexity. These structural properties are essential for the following chapters, and deserve a thorough treatment here.

The perhaps most important property of Knapsack Problems is that the continuous version of the problems, where the constraints on the variables Xj e {0,..., rrij} are relaxed to 0 < Xj < rrij, are so fast to solve: Back in 1957, Dantzig [13] showed an elegant way of finding a solution for the continuous 0-1 Knapsack Problem, by ordering the items according to their profit-to-weight ratio,

— > — (1.23)
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and using a greedy algorithm for filling the knapsack: In each step we choose the item with largest profit-to-weight ratio, until we reach the first item which does not fit into the knapsack. This item is denoted the break item b and an optimal solution is found by choosing all items j < b plus a fraction of item b corresponding to the residual ca­pacity. The preliminary sorting (1.23) can be carried out in O(nlogn) time, meaning that Dantzig’s algorithm runs in the same time bound, but Balas and Zemel [4] have shown that the continuous 0-1 Knapsack Problem may be solved in linear time with­out sorting since b may be found as a weighted median (see [12] exercise 17.2-6). This result has later been generalized to several of the Knapsack Problems, such that linear time algorithms are now available for the continuous version of problems (1.1) to (1.8). The existence of tight and quickly obtainable upper bounds makes it possible to develop effective branch-and-bound algorithms for solving the problems to optimality.

Another essential property is that, having solved the continuous relaxed problem, generally only a few decision variables need to be changed in order to obtain the optimal integer solution. Figure 1.1 shows a typical solution to a 0-1 Knapsack Problem compared to the continuous solution. Most of the solution values are same, whereas the differing variables generally are close to the break item. This behavior has been documented in several computational experiments, and motivated Balas and Zemel [4] to propose that only a few variables around b are considered in order to solve the Knapsack Problem to optimality. This problem was denoted the core problem and has been an essential part of all efficient algorithms for Knapsack Problems. In Chapter 6 it will be shown that it is important how a core is chosen, as degeneration may occur, leading to intrinsic hard problems.

By using dynamic programming several of the Knapsack Problems are solvable in

pseudo-polynomial time, i.e. in a time bounded in the number of items and the largest coefficient in the instance. Actually we know that problems (1.1) to (1.6) are pseudo- polynomially solvable, whereas the remaining problems are АЛР-hard in the strong sense, meaning that pseudo-polynomial algorithms cannot be devised unless MV = V. The dom­inance relations in dynamic programming algorithms are generally very efficient, making it possible to fathom several infeasible states. By incorporating bounding tests in the dynamic programming, very efficient algorithms may be developed.

Another important property of Knapsack Problems is that they are separable, as observed by Horowitz and Sahni [33], which means that a 0-1 Knapsack Problem may be solved in 0{\J2") worst-case time, by dividing the items in two sets, enumerating all feasible solutions in each of the sets, and then merging the two sets of feasible solutions. In this way we get an improvement over a complete enumeration by a factor of a square-root. Although this bound is still exponential, the consequence of this observation is that we may solve a 0-1 Knapsack Problem through parallel computation by recursively dividing the problem in two parts. The resulting algorithm runs in О (log n log c), as mentioned in Kindervater and Lenstra [41], which is probably the best one can hope for, but the number of processors required is huge.

For all the Knapsack Problems, efficient reduction algorithms have been developed, which enable one to fix several decision variables at their optimal values before the problem is solved, thus considerably decreasing the size of an instance. Basically, these tests may be viewed as a special case of the branch-and-bound technique; for each 0-1 variable, we test both branches, fathoming one of them if a bounding test shows that a better solution cannot be found. See Martello and Toth [53] for a thorough treatment of reduction techniques.

In Chapter 10 it will be proved, that the Subset-sum Problem and the 0-1 Knapsack Problem are solvable in linear time provided that the weights Wj are bounded by a con­stant. Apart from giving a good clue as to how these problems may be efficiently solved, the complexity gives a unique characterization of the one-dimensional Knapsack Prob­lems: The weights Wj need to be exponentially growing in order to obtain exponential solution times. As mentioned in Section 1.3.1, Chvatal [11] proved that if all coefficients of a Knapsack Problem are exponentially growing, and if the profit equals the weight for each item, then no bounding and no dominance relations will stop the enumerative process before at least (2"/10) nodes have been enumerated, thus implying strictly expo­nentially growing computational times. Actually a tighter lower bound may be derived, but Chvatal truncates the derived bounds in order to keep the proofs simple.

Seen in this light, perhaps too much effort has previously been used on the solution of easy data instances. Recent research has thus concentrated on the solution of hard Knapsack Problems. Pandit and Ravi Kumar [63] used lexicographic search for solving the so-called strongly correlated data instances but, as this technique is not applicable for general Knapsack Problems, Martello and Toth [55] developed an algorithm based on cutting-plane techniques for generating additional constraints to the problem. Bounds for the tightened problem are obtained through Lagrangean relaxation.

From an industrial point of view, the main issue in Knapsack Problems is that easy problem types (0-1 Knapsack Problem etc.) have been intensively studied, although real-life problems usually are considerably more complex. The Multiple Knapsack Problem, which is very important in naval applications, has only been considered by a few authors. Future research should be concentrated on the solution of complex Knapsack Problems as well as hard data instances. The prospects are quite bright, as results from the easier Knapsack Problems immediately may be propagated to the harder problems. For instance Martello and Toth [53] have developed a branch-and-bound algorithm for the Multiple Knapsack Problem, which requires the solution of a 0-1 Knapsack Problem each time an upper or lower bound is determined.

As current algorithms generally behave well for some instances and poorly for others, we should focus future research on the development of robust algorithms for several Knap­sack Problems, which are able to solve even strongly correlated data instances efficiently. This may be obtained by developing algorithms where the complexity is bounded in the magnitude of the coefficients, or the size of the core. Although such bounds in the worst case degenerate to exponential solution times, they allow us to segregate several groups of easily solvable instances.

1. Classes of Data Instances

Throughout this thesis we will consider randomly generated data instances, that basically are constructed in the same way. The instances have been constructed to reflect special properties, that may influence the solution process. Thus we will here discuss the nature of each of the instances.

Uncorrelated data instances: In these instances there is no correlation between the profit and weight of an item. Such instances illustrate those situations, where it is reason­able to assume that the profit does not depend on the weight, for example when somebody is loading his possessions into a container: Small things may be very valuable, whereas the opposite may apply for more bulky items.
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Weakly correlated instances: Here the profit is highly correlated with the weight. Typically the profit only differ from the weight by a couple of percent.
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Such instances are perhaps the most realistic in management, since the return of an investment generally is proportional to the invested sum within some small variations.

The high correlation means, that it is generally difficult to eliminate variables by upper bound tests. Despite this fact, weakly correlated instances are usually easy to solve, since there is a large variation in the weights, making it easy to obtain a filled knapsack, and filled solutions are generally very close to an optimal solution due to the correlation.

Strongly correlated instances: Such instances correspond to a real-life situation where the return is a linear function of the investment plus (or minus) some fixed charge incured by each project.
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Strongly correlated instances of Knapsack Problems are hard to solve for two reasons: 1) All the items around the break item have similar weights, meaning that it is very difficult to combine them such that a filled knapsack is obtained. 2) There is a very large relative loss by removing the small weighted items, meaning that we generally cannot remove any small items in order to make space for a large item which fills out the knapsack. Thus strongly correlated instances are generally used as a measure of an algorithm’s ability to solve difficult problems.

Note that the ordering (1.23) according to nonincreasing profit-to-weight ratios for strongly correlated instances (with positive fixed charge) corresponds to an ordering ac­cording to nondecreasing weights. Thus in the 0-1 Knapsack Problem case it is relatively easy to impose an additional constraint on the problem as:

J2xj<b- 1, (1-24)

3 = i

where b is the index of the break item. The constraint says that no solution will contain more than 6 — 1 items, as the first 6 — 1 items are the lightest items, and any solution involving heavier items will of course comprise fewer items. Similar constraints withopposite inequalities can be imposed in those situations where there is a negative fixed charge involved in the return of each project.

Based on this observation Martello and Toth [55] recently developed an efficient algo­rithm for solving strongly correlated instances. But it is obvious, that if just a few items do not follow the nice structure of a strongly correlated instance, then the constraint (1.24) will be too weak to have any effect.

Subset-sum instances: These instances reflect the situation where the profit of each item is a linear function of the weight. Thus our only goal is to obtain a filled knapsack.
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Subset-sum instances are however difficult to solve, as any upper bound returns the same trivial value c, thus we cannot use bounding rules for cutting off branches before an optimal solution has been found. On the other hand large randomly generated instances generally have many optimal solutions, meaning that any permutation algorithm will easily reach optimum.

The four types of instances are distinguished by their correlation between profits and weights. As will be seen from the time bounds derived for each of the presented algorithms, the hardness of an instance however also depends on the number n of items, the range R of the weights, and the magnitude of the knapsack capacity c.

1. Approximate Algorithms

Although approximate algorithms are not the theme of this thesis, some important results should be mentioned. As all the Knapsack Problems are APP-hard, some instances may be impossible to solve to optimality within a reasonable amount of time. In such situations one may be interested in an approximate solution with objective value г, where the relative error is bounded from above by a certain constant e, i.e.

г — г\* . .

—< e, 1.25

г\*

where г\* is the optimal objective value. The ultimate approximation algorithms are called fully polynomial approximation schemes. Such algorithms must satisfy that for any e > 0 they find a feasible solution satisfying (1.25) in time polynomially bounded by the size of the problem and by l/e.

Fully polynomial approximation schemes cannot be found for APP-hard problems in the strong sense, except if MV = P (see Ibaraki [36] p. 502 for a proof). Thus we cannot

expect to find fully polynomial approximation schemes for e.g. the Multiple Knapsack Problem or the Multidimensional Knapsack Problem. On the other hand, for those Knap­sack Problems that are pseudo-polynomially solvable, fully polynomial approximations schemes have actually been found. For illustration we describe an algorithm for the 0-1 Knapsack problem:

1. Fully Polynomial Approximation Schemes

Ibarra and Kim [37] presented the first fully polynomial approximation scheme for the 0-1 Knapsack problem. Thus for any bound e > 0 the algorithm finds a heuristic solution г with relative error at most e, such that the time and space complexity grows polynomially with n and 1/e.

The Ibarra and Kim algorithm is based on dynamic programming, where state space relaxation (see Ibaraki [36] for a thorough treatment of this field) is used in order to limit the number of possible states. Since the relative error by scaling profits is largest for the small profits, Ibarra and Kim divides the items into those with large profits, and those with small profits. The first group of items is enumerated through dynamic programming, and a greedy algorithm is used to improve the enumerated states by adding some additional items from the second group of the items.

Algorithm 1.1 (Ibarra and Kim [37]) Assume that the items are ordered according to nonincreasing profit-to-weight ratios

Pi ^ P2\_ ^ ^ Pn

**(1.26)**

Wi ~ W‘2 ~ “ ffin’

and let the break item b be defined as
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b = min

If Y?j=\ Wj = c then the break solution г = Y?j=\ Pj is optimal, and the algorithm halts. Otherwise let 5 = J2bj=i Pj be an upper bound on the objective value. Obviously an optimal solution г\* must satisfy

z/2 <z\* <z, (1.28)

since г\* > max{z — pb, pb}, thus 2z\* > z. We use 5 for partitioning the items in two groups such that

Pj ^ z(,j3, for j 1,..., s, /. pp4!

PjAze/3, for j = s + 1,..., n \ ■ )

still preserving the ordering (1.26) on each of the intervals.

We will use state space relaxation for the dynamic programming algorithm, thus scale the profits with a factor 8 = z(e/3)2, obtaining p- = \pj/<5J, for j = 1,..., s. As 5 is an upper bound on the objective value we cannot obtain larger profits than q = \z/8\ = L(3/e)2J in the dynamic programming. Let /\*(тг), (0 < тг < q, 0 < i < s) be the smallestweight sum, such that a solution with scaled profit sum equal to w can be obtained on the variables j = 1,..., i. Thus

г г

fibг) = min Y, Wj ■ *'E'PjXj = 7Г, Xj e* {0, *l},j =* 1,..., *i*

(1.30)

**(1.31)**

U=1 3=1

We use the recursion
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min{/<\_1(7r), fi-i(n-Pi) +Wi} for '7Г = p,, ...,q

while we set /о(тг) = oo for w = 1,..., q and /0(0) = 0. Now for all states /Дтг), w = 0,,q where fs(iг) ф oo find a greedy solution by inserting some items j = s + 1,...,n into the knapsack to fill the residual capacity с — /8(тт). Let г be the objective value of the best heuristic solution obtained this way.

Proposition 1.2 The space and time complexity of the Ibarra and Kim algorithm is 0(n/e2) and hence polynomial in n and 1/e.

Proof The dynamic programming part considers q = |\_(3/e)2j states at each stage of i = 1,..., s, which gives the space complexity 0(nq), i.e. 0(nfe2).

The time complexity is 0(nq) for the dynamic programming, while the heuristic filling demands considering n — s items for each value of тг = 0,..., q, giving the complexity 0(nq). Thus we get a time bound 0(nfe2). Actually the time bound should also embrace the initial sorting, which however obviously is polynomial in n. □

Proposition 1.3 For any instance of KP we have (z[[1]](#footnote-1) —z)fz\* < e where г\* is the optimal solution value and г is the heuristic value returned by the above algorithm.

Proof See Ibarra and Kim [37] for a proof, or Appendix A of this Chapter for a proof using the terminology of the present thesis. □

1. Other Heuristics

According to Martello and Toth [53] the running times and solution quality of the fully polynomial approximation scheme described in Algorithm 1.1 are considerably worse than for heuristics based on partial enumeration. Thus although the latter seldom are able to give a worst-case performance like (1.25) they perform extremely well for several practi­cally occurring data instances.

Partial enumeration techniques are based on an exact enumeration algorithm like branch-and-bound or dynamic programming, where the enumeration is terminated before optimality has been found or proved. Ibaraki [36] p.468 presents the following strategies:

• Cut method: The enumeration is terminated after a given amount of nodes have been enumerated, returning the currently best solution.

All exact algorithms presented in this thesis may be modified to approximate algorithms by incorporating one of the above techniques. Several exact algorithms from the liter­ature, e.g. those presented in Martello and Toth [53], have been adapted for deriving approximate solutions based on the above techniques.

Heuristics based on local search techniques have also been applied to the Knapsack Problems (e.g. Hinrichsen [31]), but such approaches are seldomly able to fully exploit the structural properties that apply for the Knapsack Problems. Local search algorithms are seldomly able to find better solutions than those obtained by a greedy algorithm. Note however, that greedy algorithms actually perform very well for large instances of Knapsack Problems.

1. Overview of the Thesis

The purpose of this thesis is to develop algorithms with complexity bounded by some appropriate measure of the “hardness” of each instance, e.g. the magnitude of the coeffi­cients, the size of a minimal core, or the number of undominated items. The motivation for doing this may be difficult to figure out since

... exact algorithms, capable of solving large scaled instances of several Knapsack Problems in a fraction of a second, are already available.

... the time bounds degenerate to exponential complexity in the worst case, and thus cannot be used for anything in the worst-case situation.

The last objection has an easy answer, as for most real-world instances, the actual time bounds are very reasonable indeed as e.g. the coefficients are small. An important part of this thesis has been to demonstrate, that several well reputed algorithms suddenly may demand exponential solution times for instance types, that usually are solved in fractions of a second. This observation also answers the first objection above, as for existing algorithms it may be almost impossible to predict which instances will be hard to solve. On the other hand all algorithms presented in this thesis generally have similar behavior for similar data instances due to the time bounds obtained.

Recently Martello and Toth [55] presented a new algorithm for the 0-1 Knapsack Problem which shows promising solution times for several categories of instances. But since the algorithm is based on a branch-and-bound enumeration we basically do not have any other worst-case time bound than a complete enumeration in exponential time. Thus although the algorithm behaves well for strongly correlated instances, as it is possible to generate some additional constraints to the problem in these situations, we actually do not know how the algorithm will behave if only a single item weight is changed.

Our search for time bounded algorithms will of course also lead to a presentation of new and tighter upper bounds, efficient reduction algorithms, and original enumeration schemes. As a byproduct, a thorough empirical evidence of the nature of each problem type has been achieved, opening up for further improvements in this field.

A complete treatment of all Knapsack Problems is beyond the scope of this thesis, but several of the problems presented in Section 1.2 will be considered. Problems from the 0-1 Knapsack Problem to the Multiple Knapsack Problem will be considered as follows:

An Expanding-core Algorithm for the 0-1 Knapsack Problem

As mentioned in Section 1.4, all currently most successful algorithms are solving some kind of core problem — an ordinary Knapsack Problem defined on a small collection of items where there is a high probability for finding an optimal solution. However since the optimal choice of a core demands knowledge about the optimal solution, no best choice of a core has been presented in the previous literature. In Chapter 2 we present an algorithm which starts with a core containing only the break item b and successively expands the core whenever needed. In this way the complexity may be bounded by 0(n + 2^) for a core C. Thus easy problems with small core sizes will have a linear solution time. There is however no guarantee, that the obtained core C is minimal, and actually the depth- first search of the branch-and-bound algorithm may follow a branch, which demands a complete enumeration.

What distinguishes this work from previous papers on the 0-1 Knapsack Problem is that the algorithm is simple (only about 200 lines), despite having all the properties of previous algorithms. Since the core size is found adaptively, we obtain an algorithm which, as documented by the computational experiments, behaves stable for all types of instances. Actually most data instances are solved to optimality without sorting or preprocessing a great majority of the items.

Several fundamental observations, which play a central role for the further work, are made in this chapter. The “expanding core” is used in Chapter 4 for deriving an algo­rithm which enumerates a minimal core. Balanced operations for filling a knapsack, as introduced in Proposition 2.1, will be used in Chapter 10 for showing that the Subset-sum Problem is solvable in linear time for any fixed range of weights. Finally this chapter gives a thorough insight into the structure of optimal solutions to the 0-1 Knapsack Problem. Chapter 2 is based on [75].

Solving hard Knapsack Problems

Chapter 3, which is based on [68], considers the solution of hard 0-1 Knapsack Problems. Hard instances are characterized by having exponentially growing coefficients, such that any pseudo-polynomial time bound is useless. The best known complexity for such in­stances is 0(\/2") as presented in Horowitz and Sahni [33], since the items may be divided into two equally large sets, that are enumerated independently. This idea is however gen­eralized further, such that we recursively divide the items in two sets, until each set only contains one item. In this way we obtain a highly parallel algorithm, and enumerative bounds as presented in Martello and Toth [52] may be generalized to this approach. The algorithm shows promising results for hard data instances, as the so-called AVIS problems can be solved up to n = 50 variables. Also the so-called strongly correlated problems are solved up to average size (n = 1000) but the computational times are not as promising as those presented in Chapter 4. For strongly correlated instances, it seems that the pseudo­polynomial time bound is more important than the enumerative bound 0(\/2"), and here the presented algorithm runs in 0(nc2), whereas the algorithm presented in Chapter 4 has complexity 0(nc).

The main results attained in this chapter are: The solution of larger AVIS type prob­lems than ever reported before, a highly parallel algorithm, and the generalization of enumerative upper bounds to a parallel approach. Also this work presents a generalized reduction, which may be useful in other connections.

A Minimal Algorithm for the 0-1 Knapsack Problem

The minimal algorithm presented in Chapter 4 may be seen as a synthesis of the two previous chapters. The results obtained however are surprising: it is possible to obtain an algorithm for the 0-1 Knapsack Problem which solves the problem to proved optimality with a minimal core. Thus we have the complexity 0(n + min{2^, |C|c}) for a minimal core C. This is an essential bound as described in the intoduction, since we have the worst- case behavior bounded in two measures of “hardness”: The capacity c, and the minimal core C. Several empirical results show that these quantities are similar for similar data instances, implying a stable behavior. For easy instances with a negligible core size, we obtain a linear solution time.

The algorithm is based on a “lazy” approach, where dynamic programming is used to enumerate an expanding-core, and where new items are reduced, sorted and added to the core when needed. In this way we are actually able to prove that a minimal core is enumerated, and that only the strictly necessary effort is used for the preprocessing (reduction and sorting).

Numerous computational experiments are presented, showing promising solution times for even strongly correlated data instances of size up to n = 100 000. All easy instances are solved in less than 0.20 seconds for instances up to size n = 100 000. The Chapter is based on [66,67,82].

Avoiding Anomalies in the mt2 Algorithm by Martello and Toth

In the previous chapters, it has been observed that the mt2 algorithm by Martello and Toth [52] behaves unstable even for easy problem instances. Thus in Chapter 5 we try to identify those problems, that cause an anomalous behavior, and show how these problems may be evaded by using a linear-time greedy heuristic, instead of solving a core problem. In this way we obtain more stable solution times for mt2, at the cost of a slight increase of the solution times.

Martello and Toth [55] have independently solved the stability problem in a different way, by imposing an upper bound on the number of nodes the branch-and-bound algo­rithm may use for solving the core problem. In this way, the enumeration will never be stuck in a difficult core, but unfortunately this approach does not give us any insight about which structural problems actually cause the exponential solution times. Chapter 5 has been published in [77].

Core Problems in Knapsack Algorithms

Chapter 6 shows some fundamental properties of core problems, that are of vital signifi­cance for any algorithm applying this approach. The Chapter is based on [70,83] and the results have been presented at Pisa University [74].

Balas and Zemel [4] has proven, that there is a high probability for finding an optimal solution in the core, thus avoiding to consider the remaining items in most instances. But the proof was based on a tacit assumption that the profits and weights of the items are distributed such that there is no correlation between the profit-to-weight ratio and the weight, as illustrated in the following figure:

*Pi*

![image6](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANMAAAGhAQAAAADT4bwKAAAACXBIWXMAABcSAAAXEgFnn9JSAAADXElEQVRoge3aPW7bMBQHcBUevATwBQpw6NArZAjCq/QI3boUUIsOHnOE9gY9ghsYSMYcITE8dIw8mYYZsiJlyfx4/BdmbMMOxEWxf3lPVEjxCym4Tpbi2MYybZRpqC69UYWnTbG0SWAoTpcn9Oy97dVmR7ZTevbeetvFxke2U3r23nYyuUqb+AzsE45TjDa1Tpv1TEvVpbfe9mv9mra38zOetnpYzTDF0iaZngDT6Zxp25aTtjmwaaahnKgu2B6BjYENs+JUubkfj01uvqDm99YkMCpOlZsfyiP1iRWwKtdAO6xQO+S1kVN2tzWwCthTZhy6nybtGdgU2I/MOHQ//R9bApsBu5UgTpQpk8u0iRJZ+n6bKPp+Om36DEyWaRM8zyQwVJe3YJPmwteENSfyilWxydaeYhMgTrDmylaElel6bpv9Z1xPr8L7thtgWt8D2995T/307dATWd2xb6E90FZ3+lk7I5F1ybV7YIl6vglTPG3yAIbq0pYlsDmwaaahnPoN2g2wYaahnKguB7EHYOMD2D0w3RthS2DzpCleTxoL2iSft5uD0Jj8kDLF5EC7myrXRt5yPcgJjCinac2eSL9Qe/uqvRD7v86G7VKMjmOBifby0B7dtOYtkAPzV1iBcR0VMmf0DKif6e3iJLY5sCnIafuLAFbRpl9jibocwp6BoXclz35Hzbc1O0/NSFMDYCZuRpvNOVvQFqf0bQFM727dbCNi617Wan+WW88zNQXMrmwTJoChOAVMg7qcoQlgFbIyLyeqS9oU7xazLDTJ23/4U6PIWLtAvrsokznHFzywbRmD854xfd6jwidwzEyA8bjU/MHMnWJrGkGQcb/sos3kjMezIhiNu6m34PWI60+YzjlfPeL6M597BtjYpFm2TbycutlvsD/2s9sQ1oamdaypyEZmeTGl42zOOW1EMS9uN3cEJh0L1yGNre18Ga5fJH+pbWE7kgjizDcFfxpQOc07srGO/npx1cBNuZ1YZW3myFp0Fpxf19NNRcS94t289j9PXLvy03ntcHnNnY9+215+dc2Pu7pyTJZ+3HvHgrO8S/c3jT06OZm9jjvb7g+Lj66ZYpqz6SHFOx2Y+Una0cHaF3c3aUzUI86NtfpNCrqEGY2+6yJdyuJb2v4BeiyupCCe0J0AAAAASUVORK5CYII=)

But even for randomly generated data instances (cf. Section 1.5), this assumption does not hold, meaning that the core problem may degenerate. In such situations it is very difficult to obtain a reasonable solution in the core, implying exponential solution times as observed in the previous chapter.

This behavior has not been observed before due to inadequate testing, since the ca­pacity of the knapsack is usually chosen such that the core problem becomes as easy as possible. Thus we propose some new series of randomly generated data instances, which give a better picture of the expected performance of algorithms. These tests are applied to four different algorithms from the literature, showing that the minknap algorithm presented in Chapter 4 has the most stable behavior.

A Minimal Algorithms for the Multiple-choice Knapsack Prob­lem

In Chapter 7 we generalize the results from Chapter 4 to the Multiple-choice Knapsack Problem. This task is not easy, as no author previously has defined what a core problem actually is for these problems. Martello and Toth [53] points out that a complete reduction seems essential for the effective solution of these problems, thus somehow ruling out the benefits of solving a core problem.

The presented algorithm considers so-called gradients in order to define a core. For each class the gradients express the expected gain (or loss) per weight unit by choosing a heavier or lighter item than the LP-optimal choice in that class. It is demonstrated that the more a gradient differs from the gradient of the break class the smaller is the probability for changes in that class. Thus a greedy approach should first consider those classes which have gradients closest to that of the break class.

We present some new upper bounds, that may be derived in constant time by consid­ering the gradients, and apply them in a dynamic programming algorithm. In this way a very efficient algorithm is obtained which runs in 0(n + с^2^еспд where щ is the size of class JV), and C is a minimal core. Thus the complexity is bounded in the magnitude of the coefficients, the core size, and the number of (undominated) items in each class.

Computational experiments are reported, showing that the presented algorithm solves easy problems with up to n = 10 000 classes of each 10 items in a fraction of a second. Strongly correlated instances of a similar size are solved in about half an hour. Chap­ter 7 is based on [81,69] and has been presented at the EURO Summer Institute X on Combinatorial Optimization [73].

A Minimal Algorithm for the Bounded Knapsack Problem

Chapter 8, which is based on [71,78], shows that the results obtained in Chapter 4, may be generalized to the Bounded Knapsack Problem.

The currently most efficient algorithm for the Bounded Knapsack Problem transforms the instance to a 0-1 Knapsack Problem [53], which is solved in a usual way. In this chapter it is demonstrated that the transformation actually results in very hard instances of the 0-1 Knapsack Problem, except for those instances where the capacity is chosen as one half of the total weight sum. Instead we therefore propose a specialized algorithm, which fully exploit the special structure of Bounded Knapsack Problems.

A new dynamic programming recursion is presented, which runs in 0(nc logc) time, and some efficient reduction criteria for the involved variables are provided. In this way a very efficient algorithm is derived, which solves easy instances with up to n = 100 000 item types with up to 10 items of each type, in less than 0.50 second. Even strongly correlated instances are solved efficiently up to large sizes, but these demand some more computational time.

The developed algorithm has time complexity bounded by

0(n + mm{m>s ■ ■ ■ m>t, C c logc}), (1.32)

for a core C containing variables xs,..., xt. Here rrij is the bound on variable Xj. Notice, that the term 0(n) is dominant for small core sizes, leading to linear solution times for easy instances.

Dominance Relations in Unbounded Knapsack Problems

Martello and Toth [54] has shown that the size of Unbounded Knapsack Problems may be considerably decreased by using some dominance relations for fathoming infeasible item types. By this preprocessing several instances may be reduced to trivially solvable prob­lems. In Chapter 9 we present a more general reduction scheme than the one presented in [54]. The presentation is based on [72].

The reduction algorithm of Martello and Toth runs in 0(n2), but may be improved to 0(mn) as proposed by Dudzinski [18], where m is the number of undominated item types. The first reduction is based on an ordering of the item types according to nonincreasing profit-to-weight ratios, while the second reduction does not demand any ordering. The new reduction however is based on an ordering according to nondecreasing weights, which allow us to surpass some item types, that cannot dominate a given item.

The time bound of the developed reduction algorithm is O(nlogn + min(??m, Dn)), where D is the ratio between the largest and the smallest weight, and m is the number of undominated item types. The computational experiments indicate, that the two bounds 0(mn) and O(Dn) supplement each other well, such that most problems are reduced very efficiently.

The algorithm is compared to the reduction algorithms by Martello and Toth [54] and Dudzinski [18] showing that the presented algorithm is orders of magnitude faster than the two previous algorithms for hard instances. Moreover we identify several categories of problems, that cannot be reduced as efficiently as described by Martello and Toth. Such problems may play an important role in the testing of future algorithms for the Unbounded Knapsack Problem.

Subset-sum Problems

In Chapter 10 we consider the Subset-sum Problem. Here a very strong result is presented, showing that if the weights are bounded by a constant r, then we may solve the problem in linear time О (nr).

The algorithm is based on some early results from Chapter 2 where it was shown that an optimal solution to the 0-1 Knapsack Problem, and thus also to the Subset-sum Problem, may be obtain through balanced operations. This balancing ensures that no weight sum differing more than r from the capacity c need to be considered, and by using dominance and memorizing of previously defined states, we obtain the stated complexity.

The results are easily generalized to the 0-1 Knapsack, where we prove that the 0-1 Knapsack Problem is solvable in linear time if the weights are bounded by a constant r. Actually the time bound is О (nr2) which is slightly worse than the bound for Subset-sum Problems.

The developed algorithm is extremely simple to implement, and computational exper­iments document its superiority for hard problem types. It is discussed how the algorithm may be improved by using dynamic programming by reaching instead of dynamic pro­gramming by pulling, or loosely speaking, only to consider those weight sums that actually are obtainable. Chapter 10 is based on [76] and has been presented in Copenhagen [79].

An exact Algorithm for large Multiple Knapsack Problems

Multiple Knapsack Problems are considered in Chapter 11. As previously mentioned, the Multiple Knapsack Problem is АЛР-hard in the strong sense, so we cannot immediately use the techniques from the previous chapters, as e.g. dynamic programming will lead to strictly exponential computational times. A relaxation of the constraints however lead to problems that have been treated in the previous chapters.

It is demonstrated that tight upper bounds may be derived by surrogate relaxation, which requires the solution of several 0-1 Knapsack Problems. Thus the results from Chapter 4 are immediately applicable. On the other hand tight lower bounds are con­structed by solving a series of Subset-sum Problems. To tighten the gap between upper and lower bounds, we use the technique of tightening capacity constraints described in Section 1.3.3. In both cases, the resulting Subset-sum Problems are solved using a new separable dynamic programming algorithm.

Since dynamic programming is inefficient for problems which are MV-hard in the strong sense, we use branch-and-bound techniques for the enumerative part of the algo­rithm. The computational experiments demonstrate a unique behavior of the algorithm, since problems with up to n = 100 000 variables may be solved fastly. Chapter 11 will be presented at the NOAS’95 conference, Reykjavik [80].

1. Conclusion

Knapsack Problems give an excellent insight into the complexity of problems between MV and V. The result presented in Chapter 10 shows that all the complexity of one­dimensional Knapsack Problems is “hidden” in the magnitude of the coefficients, meaning that several practically occurring problems may be solved efficiently despite their worst- case complexity, provided that they involve moderate coefficients. On the other hand Section 1.3.1 has demonstrated, that if general IP Problems are merged to Knapsack Problems, then we actually obtain the worst-case complexity. Thus Knapsack Problems cannot solely be used for solving general IP Problems, although they occur in several more complex algorithms by relaxation.

It is evidently difficult to give time-bounds for АЛР-hard problems, but we have at­tempted to propose meaningful complexity measures, by bounding the worst-case com­plexity in the “hardness” of an instance, e.g. the magnitude of coefficients, the size of a minimal core, or the number of undominated items. Although these bounds are ex­ponential in the worst case, they allow us to segregate several groups of easily solvable instances, and as all problems considered (except the Multiple Knapsack Problem) are pseudo-polynomially solvable, we may guarantee reasonable solution times for all instances having moderate coefficient sizes.

Several problems from the Knapsack family have been considered in this thesis, but numerous problems are still open. It seems promising to generalize several of the results obtained to algorithms for the Unbounded Knapsack Problem, the Bin-packing Problem, or the Change-making Problem. Also, approximate algorithms have not been considered

at length in this thesis, where especially the results presented in Chapter 10 may lead to improved algorithms.

Appendix A: Proof of worst-case error

Proposition For any instance of KP in Algorithm 1.1 we have (z\* — z)fz\* < e where г\* is the optimal solution value and г is the heuristic value returned by the above algorithm.

Proof If the algorithm terminates in the initial phase with г = Y,j=\Pj we have an optimal objective value. Otherwise the optimal solution г\* must be given as

S

z\* = ^2pjx\*+a, (1.33)

j=i

where a is the contribution from the greedy filling. Let w\* = ]0j=i WjX\* be the weight sum, and p\* = Yfj=\Pj%\*j the scaled profit sum of the first s variables of the optimal solution. Obviously fs(p\*) ф oo in the dynamic programming, and fs(p\*) < w\* by definition (1.30).

Let x' be the solution vector corresponding to fs(p\*). Then in the greedy filling we obtained a solution

S

z' = YsPjx'j + A (1.34)

3 = 1

with /3 as the contribution from the greedy filling. This means that the heuristic solution г must satisfy z > z'.

As a consequence of the truncation pj = \j>j/8\ we have pj8 < pj < (pj + 1)5 and since pj = \j)j/5\ > 3/e we get (pj + 1)5 = pj5(l + 1 /pj) < pj5( 1 + e/3). By inserting the bound pj5 < pj < pj5(l + e/3) in equations (1.33) and (1.34) we get

p\*S + a = ^2Pj8x\* < z\* < У^р,-5(1 + e/3)x\* = p\*S( 1 + e/3) + a,

j=i 3=i

(1.35)

S S

p\*S + /3 = Y'PjSx'j < < У^р,-5(1 + e/3)ж'- < p\*S( 1 + e/3) + (3,

*z' p\*5e/3*

— <

*3=1 3=1*

which yields

a

P) . i

— < ;S<

*a*

P

(1.36)

Since the items s + 1,..., n are ordered according to (1.26) the term (a — (3) cannot be greater than the maximum profit of an item in this interval, i.e. a — (3 < ze/3, hence (z\* — z')/z\* < (1 + z/z\*)e/3. Since the heuristic solution satisfies z > z' and 5 < 2z\* due to (1.28) we get (z\* — z)/z\* < e. □

Chapter 2

An Expanding-core Algorithm for the 0-1 Knapsack Problem

A new braneh-and-bound algorithm for the exact solution of the 0-1 Knapsack Problem is presented. The algorithm is based on solving an “expanding core”, which initially only contains the break item, but which is expanded each time the braneh- and-bound algorithm reaches the border of the core. Computational experiments show that most data instances are optimally solved without sorting or preprocessing a great majority of the items. Detailed program sketches are provided, and com­putational experiments are reported, indicating that the algorithm presented not only is shorter, but also faster and more stable than any other algorithm hitherto proposed.

Keywords: Knapsack Problem, Branch-and-bound, Reduction.

1. Introduction

Given n items to pack in some knapsack of capacity c. Each item j has a profit pj and weight Wj, and we wish to maximize the profit sum without having the weight sum to exceed c. More formally we define the 0-1 Knapsack Problem by

П

|  |  |  |
| --- | --- | --- |
| maximize z = ^ Рзхз 3=1 |  |  |
| Tl  subject to ^2 wjxj < c  3=1  хз e {0> !}> 3 = !, • • | .,n, | (2,1) |

where all data are positive integers. In the following we will denote the Knapsack Problem by KP. Without loss of generality we may assume that Wj < c, for j = 1,..., n to ensure that each item considered fits into the knapsack, and that YIj=i Wj > c to avoid trivial solutions.

Many industrial problems can be formulated as Knapsack Problems: Cargo loading, cutting stock, project selection, and budget control to mention a few examples. Many

combinatorial problems can be reduced to KP, and KP arises also as a subproblem in several algorithms of integer linear programming.

KP is AfV-hard (see Garey and Johnson [29]) and it is therefore very unlikely that a polynomial time algorithm can be devised. Still KP can be solved in pseudo-polynomial time by dynamic programming (Papadimitriou [64]). The problem has been intensively studied in the last decades due to its theoretical interest and its wide applicability. For recent surveys see Dudzinski and Walukiewicz [20] and Martello and Toth [53].

In the following we will assume, that the items are ordered according to nonincreasing efficiencies ej = Pj/wj, thus

e% > ej when i < j. (2.2)

Although there may be several orderings satisfying (2.2), when some items have the same efficiency, we will assume, that one particular ordering has been chosen. To simplify notation, we will define the profit sum p • and the weight sum Wj of items up to j by:

j

|  |  |  |  |
| --- | --- | --- | --- |
| Pj = Yp\*>  i=1 | j = o,.. | .,n, | (2.3) |
| 3  Wj = y ir'-  i=1 | J = 0,.. | ,.,n. | (2,4) |
| Packing a knapsack in a greedy way means. | , to include items j = 1,2,.. | | ., as long as |

Wj < c — Wj-1, i.e. as far as the next item fits into the unused capacity of the knapsack. The first item which cannot be included in the knapsack is denoted the break item b (by some authors called the critical item). Thus the break item satisfies

Wb-i < c < Wb- (2.5)

The break solution x' = {x[,..., x'n} is the solution which occurs when setting x'j = 1 for j = 1,..., b — 1 and x'j = 0 for j = 6,..., n. The unused capacity of the break solution is called the residual capacity r, and is defined by

r = c- Wb-1.

(2.6)

By linear relaxation Dantzig [13] showed that an upper bound on KP is

“ = 1 + wJ- <2-7>

where \x\ is the greatest integer less than or equal to x. This bound is known as the Dantzig (upper) bound.

In the following section we will illustrate some main properties of typical solutions to the Knapsack Problem, and use these results for sketching a new algorithm in Section 2.3. Fundamental parts of the algorithm are described in Sections 2.4 to 2.6, while the main algorithm is sketched in Section 2.7. Computational experiments are presented in Section 2.8, followed by a conclusion.

1. Properties of solutions to KP
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Figure 2.1: Frequency of items j where the optimal solution Xj differ from the break solution x'y

To illustrate some main properties of solutions to the Knapsack Problem, we have per­formed the following computational experiment: 1000 data instances were constructed with n = 1000, pj and Wj randomly distributed in [1,1000], and the capacity c chosen such that b = 500 for all instances. Each data instance was completely sorted according to (2.2), and then solved by a simple branch-and-bound algorithm. We recorded the average number of items where the optimal solution Xj was differing from the break solution x'j (Figure 2.1) as well as the mean value of the corresponding weights (Figure 2.2).

It turned out, that the number of items where Xj Ф x'j is only about 3.4 in mean per instance, and as seen from Figure 2.1, such items are generally very close to the break item b. Only a few variables far from b differ from the break solution, and according to Figure 2.2, the weights of the corresponding items decrease as the distance from b grows. From these observations we draw the following conclusions:

• The branching tree of a branch-and-bound algorithm should start with the break solution and gradually enumerate the items from b outwards in a symmetric way. This will generally ensure fast convergence towards an optimal solution.
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100
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Figure 2.2: Mean weight of items j where the optimal solution Xj differ from the break solution x'y

* It seems that small-weighted items are used for achieving a sufficiently filled knap­sack. Thus when choosing branching variables we should strive towards a filled knapsack.
* The solution vector x should be represented as a list of variables differing from the break solution, since this will save updating and space.

1. Basic structure of the algorithm

The p.t. most efficient algorithms for KP are those by Fayard and Plateau [24], and Martello and Toth [52]. These algorithms are based on the fact that for large problem sizes (n > 1000) it turns out that up to 90% of the computing time is spent for the sorting (2.2). The mentioned algorithms avoid this problem by determining a small subset of the items around the break item b called the core, by a modification of the Balas and Zemel [4] method. The corresponding core problem is solved exactly, hoping that all remaining vari­ables Xj may be fixed at their optimal value by some later reduction algorithm. However if some items outside the core cannot be fixed, a new problem containing all remaining free items, must be solved. Such algorithms suffer from the following weaknesses:

* The size of the core is not known before the algorithm has terminated, and therefore is impossible to predict. Several techniques for guessing the core size have been applied, but none are exact.
* The reduction phase is performed at a fixed moment in the algorithm. Since the lower bound is gradually improved by the branch-and-bound algorithm, better re­ductions can be achieved at a later stage of the solution process. Thus the reduction algorithm should be a dynamic part of the branch-and-bound algorithm.
* The enumeration performed by solving the core problem is only used to achieve a good initial solution, so most of the enumeration has to be repeated, if optimality of the core solution cannot be proved.

These problems can be avoided by letting the core be an interval [a, r] around b which is expanded by need. This idea leads to the following algorithm:

1. Find the break item b through a modification of the QUICKSORT algorithm: At each partitioning, the interval not containing the break item b, is added to a list H or L of partitioned intervals.
2. Find a heuristic solution by using a simple greedy algorithm.
3. Set the core to the interval [b, b\.
4. Use a branch-and-bound algorithm with a symmetric branching tree for enumer­ating items in the order b, b — 1, b + 1, b — 2, Each time the branch-and-bound

algorithm grows outside the core, the nearest interval is taken from the list H or L. The interval is reduced by using logical tests to fix some variables at their optimalvalue, and then partitioned by the same algorithm as in Step a) till some more items have been sorted. The core is expanded with these items, and the branching continues.

In Section 4 we will present the partitioning algorithm used to find the break item. Sec­tion 5 will describe the branch-and-bound algorithm and Section 6 the core-expanding algorithm. Finally Section 7 describes the chosen heuristic solution, and sketches the main algorithm.

1. Roundoff errors

As noted in Pisinger and Walukiewicz [84], floating-point arithmetics in KP may lead to roundoff errors, since a computer only works with approximations to the real numbers. Especially when using truncating functions (like \x\ in the Dantzig bound) it may yield dramatic errors even for small deviations, and thus lead to incorrect results.

The problem may be avoided by rewriting expressions in the following way: Testing whether the Dantzig bound is better than some lower bound г may be written:

|  |  |  |  |
| --- | --- | --- | --- |
| In 4. rPb\ IPb-l "T Wf) J | > | z | (2.8) |
| „ - , rPb ^ Pb-1 + | > | z + 1 | (2.9) |
| Щ |  |  |
| -ФФ- det(z + 1 — pb\_i, r,pb, wb) | < | 0 | (2,10) |

where det(ai, <22, 6b 62) = 0162 — 0261. Throughout this chapter we will rewrite expressions as above to avoid floating-point arithmetics.

1. Finding the break item

It should be clear from the definitions in Section 2.1 that the break item 6 plays an important role in the solution of KP: Knowing the break item, we may determine the Dantzig upper bound, and we can construct the break solution, which is a quite good lower bound. Moreover knowing these upper and lower bounds, we may reduce the problem size by fixing some variables Xj at their optimal value. Finally the break solution is a good starting point for a branching tree.

The definition of the break item requires a complete sorting of the items according to (2.2), but this sorting takes up most of the computing time for large problem sizes. However Balas and Zemel [4] proposed a technique which allows us to determine the break item in 0(n) time. This technique is based on a definition of 6 which only demands a partial sorting of the items, since we define the break item by the following three properties:

Щ-i <c<wb, (2.11)

(';i > eb, j = I..... 6 — I,

(2.12)

(2.13)

(';i < eb, j = b,...,n.

It is quite easy to modify a sorting algorithm like QUICKSORT (Hoare [32]) for only making the above partial sorting of the items.

The QUICKSORT algorithm repeatedly chooses some middle value Л from the interval I = [/, /], and partition the interval in two parts [/, i — 1] and [г, /], so that

ej > A, 1], (2.14)

ej < A, je[i,I]. (2.15)

If it turns out that > c then b must be in the interval [/, i — 1] according to (2.11), while if Щ-i < c then b must be in the interval [г, /]. If at any stage, we denote Щ-i by W, and Wf-i by V, we get the following algorithm:

Algorithm 2.1

procedure partsort(/, l, V); { [/, /] interval, V = to/\_i }

**if** (/ — / > 0) then

m := [(/ + l)/2j; Swap items /, m, l so that e/ > em > ej.

ft;

*if* (l — f *<* 3) then ф := /; ф := l; *v* := V; { return found interval*}*

else

*P -=Pm*; *w := wm; z:=f;* j := l; W := *V;* repeat

{A = p/w median of e/, em, ei } {partition [/, i] in two intervals}

repeat W := W + wf, i := i + 1; until (det(pi,Wi,p,w) < 0); repeat j := j — 1; until (det(pj,Wj,p,w) > 0)

if (\* < j) then swap(i, **j);** ft; until (\* > i);

{ Now > X for к G [/, j] and e\* < A, for к e [г, /] } if (W > c) then L := L U {[г, /]}; partsort(/, i — 1, Г):

else H := H U {[/, i — 1]}; partsort(i, /, IT); fi:

fi;

The procedure SWAP(i, j) swaps the items corresponding to the indices i and j.

As seen, the algorithm is a usual median-of-three variant of the QUICKSORT algorithm with the modification that only intervals containing the break item are partitioned further. The algorithm terminates when the current interval contains at most three items, and clearly the break item will be one of these. The found interval is denoted by [<ф, ф], and the weight sum up to ф is v = гВф-i.

Note that all discarded intervals are added to the lists H = {ffb..., Hh} (items of higher efficiency) and L = {Li,..., Li} (items of lower efficiency). When the partsort algorithm terminates these intervals looks like in Figure 2.3. Since each interval is the

*Hi*

*Hh b L*

*Li*

n

Figure 2.3: The lists H and L.

result of a partitioning by partsort, the efficiency ej of any item in one interval I will always be greater than or equal to the efficiency of any item in the interval to the right of I. This knowledge will save some computational effort when we have to expand the core.

1. The branch-and-bound algorithm

We will now present a branch-and-bound algorithm expbranch, which satisfies the re­quirements stated in Section 2.2. Expbranch is a recursive procedure, which at each recursion will insert (remove) one item to (from) the knapsack. At each recursion, s and t, s < b < t, indicates that the variables Xj, j e [s +1, t — 1] are fixed to some value, while the remaining variables may be varied arbitrarily. Initially we set [s, t] = [b — 1, b].

At any stage P and IT determine the profit and weight sum corresponding to the current value of the solution vector x = {aq,..., xn}. Thus: P = S"=1 PjXj, and IT = i WjXj. Our initial vector is the break solution, and each succeeding iteration will try to make IT as close to c as possible. Thus if IT < c we must insert some item j > t, and

if IT > c we must remove some item j < s from the knapsack. Having inserted (resp.

removed) some item j, we call expbranch recursively, but now with t = j + 1 (resp. s = j — 1), meaning that from now on we may only insert items after j (resp. remove items before j). If s or t grows outside of the core [a, r], we sort some more items, and expand [<r, r] correspondingly.

We backtrack if the upper bound does not exceed г, i.e. if

[P + ^\ < zi when IT < c, (2-16)

LP+(^J < г, when IT > c, (2.17)

where the bounds on the left side are found by linear relaxation of xs and xt. The tests are equivalent to

det(P — z — 1, IT — c,pt, wt) < 0, when IT < c, (2.18)

det(P — z — 1, IT — c,ps, ws) < 0, when IT > c. (2.19)

If no bound stops the branching, s may grow below 1, or t may grow beyond n. In such case we must backtrack, since no more items can be inserted or removed. This is ensured by expanding the data instance with two stop items 0 and n + 1 where (pq,wq) = (1,0) and (pn+1, wn+i) = (0,1). These limits ensure that when reaching s = 0ori = n+ l the upper bounds will be so bad, that we are forced to backtrack.

Instead of keeping track of the current vector x, we only keep track of the items j differing from the break solution xf, i.e. items where Xj Ф x'j. Such items are added to an exception list E each time some improved solution has been found. Since the number of such exceptions according to Section 2.2 usually is very small, this technique saves a great amount of updating. When the algorithm terminates, we first set x to the break solution x!, and then we change the a;j-values according to the exception list.

Now it should be straightforward to understand the following sketch of expbranch:

Algorithm 2.2

function expbranch(P, W, s, t): boolean; var improved: boolean; improved := false;

if (W < c) then {insert some item j > t}

if (P > z) then { better solution found } improved := true; z := P; E := 0; fl; repeat

if [t > t) then expand(7.;): L := L \ {/,/}: fi:

if (det(P — z — 1,W — c,pt, wt) < 0) then return improved; fi; { u.b. test} if expbranch(P -\- pt,W + wt, s,t+ 1) then improved := true; E := E U {t}; fi; t := t + 1; forever;

else {remove some item j *< s}* repeat

if [s (jj then expand (Я^); H :— H \ }Р/^}; fi;

if (det(P — z — 1,W — c,ps, ws) < 0) then return improved; fi; { u.b. test} if expbranch(P — ps,W — wa, s — 1, t) then improved := true; E := E U {s}; fi; s := s — 1; forever;

ft;

Not all feasible solutions are generated by the branching tree, since we only consider solutions close to a filled knapsack, but fortunately

Proposition 2.1 The branching tree of expbranch will reach an optimal solution.

Proof Assume, that an optimal solution is given by x\*. Then we can write this solution as exceptions from the break solution, yielding a set E\* of the corresponding items. We want to show that this set may be generated by expbranch.

Starting from the break solution, we insert or remove items from the knapsack accord­ing to the following rule: If the weight sum W is less than c we insert the item j e E\* with lowest index greater than or equal to 6, and set E\* = E\* \ {j}. In the same way we remove the item j e E\* with largest index less than 6, if W is greater than c, and set E\* = E\* \ {j}.

Since the solution x\* is optimal, no bounding will stop this iteration. So the process will only stop if one of the following three situations occurs:

E\* = 0, (2.20)

W > c A Vj E E\* ф 0 : j > b, (2.21)

*W <c* A *Vj EE\** ^ 0 : *j <b.* (2.22)

Here (2.20) means that we have reached the optimal solution, while (2.21) means that x\* is not a solution, and (2.22) means that x\* is not an optimal solution, since it may be improved by setting Xj = 1 for remaining j e E\*. □
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Figure 2.4: Branching tree for the presented example.

Example

We consider the following completely sorted problem with stop items added:

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| j | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| Pi | 1 | 5 | 9 | 10 | 10 | 2 | 1 | 0 |
| Wj | 0 | 3 | 7 | 8 | 9 | 5 | 3 | 1 |

Where we have n = 6, c = 20, 6 = 4, and [a, r] = [0, 7].

In Figure 2.4, we show the corresponding branching tree, which is traversed top-down in left-right direction. Each box corresponds to one procedure call, while each downgoing arrow determines one iteration within the main loop of the procedure, and each upgoing arrow illustrates the return from a sub-iteration. To improve understandability, upper bounds и are determined by the original formulas (2.16) and (2.17). As initial lower bound we choose г = pb\_1 = 24.

Upon termination we find the solution vector by first setting Xj = 1, j = 1,..., 3 and Xj = 0, j = 4,..., 6, and then swapping the Xj values according to the exception list

E = {2,4}. The final solution vector is x = (101100), and the corresponding objective value is г = 25.

1. Expanding the core by need

Each time the expbranch algorithm reaches the border of the core, we have to expand the core. This is done by choosing an interval from the list H (resp. L) which is closest to the break item, and using the partsort algorithm to partition the interval. But before doing this, we try to reduce the interval size by checking whether some variables Xj can be fixed at their optimal value.

1. Problem reduction by preprocessing

Ingargiola and Korsh [38] presented the first reduction algorithm for the Knapsack Prob­lem, but many improved versions have been developed since then: For instance Dembo and Hammer [14], Fayard and Plateau [24], and Martello and Toth [52].

All these reduction algorithms are based on the fact, that if an upper bound on KP with additional constraint Xj = a, a e {0,1} is less than or equal to some lower bound г, we may conclude that the branch Xj = a never will lead to an improved solution, and thus can fix Xj at 1 — a.

More formally let (resp. uj) be any upper bound on KP with the additional constraint Xj = 0 (resp. Xj = 1), and let z Ъе a lower bound on KP. Then the general reduction scheme is:

*Uj<Z =Z Xj =* 1, *Uj < 2* => *Xj =* 0.

(2.23)

The strength of such a reduction clearly depends on how tight the upper and lower bounds are. As a lower bound we can use the best solution found so far by the branch-and-bound algorithm, or initially just use some heuristic solution. As an upper bound we choose the bound by Dembo and Hammer [14]:
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(2.24)

where r = c — Wb~i is the residual capacity of the break solution. These bounds are not the most tight, but they only demand that the break item b is defined by (2.11), and that the items are ordered according to (2.12) and (2.13). Since the reduction is performed dynamically throughout the solution process, we may expect that a better solution and thus a better lower bound is found during the branching. This will usually more than compensate for the quite weak upper bounds.

Using the bounds by Dembo and Hammer, we may rewrite the tests (2.23) as:

det(z + 1 — pb\_i + Pj, r + Wj,pb, Wb) > 0 => Xj = 1, j = *l,...,b* — 1, (2.25)

det *(z* + 1 — Pb-i — Pj, r — Wj, рь, Wb) >0 => Xj = 0, j = *b,... ,n,*

which yields the following sketch of the reduction algorithm:

|  |  |
| --- | --- |
| Algorithm 2.3 procedure reduce(var | { [г, j] interval to be reduced } |
| if (j < b) then | { [г, j] is left of [a, r] } |
| к := a — 1; while (/ < j) do  if (det(;2 + 1 — pb\_i T Pj, r + Wj,pb, wb) > 0) then | { test item j } |
| swap(i, j); i := i + 1; | { Xj fixed to 1} |
| else  swap(j, k); j := j - 1; к := к - 1; | {Xj free} |
| fi;  endwhile;  if (к = «г — I) then swapfj, к): к := к — 1; fi: | { return at least one item } |
| i := к + 1; j := a — 1; else | { [г, j] is right of [cr, r] } |
| k:=r + l; while (/ < j ) do  if (det(;2 + 1 — Рь-i ~~ PiH ~ wiiPbi wb) > 0) then | { test item i } |
| swapj := j - 1; | { x, fixed to 0 } |
| else  swap(i, к): i := i + 1; к := к + 1; | { x, free} |
| ft;  endwhile;  if (к = r — I) then swap(i, к): к := к + 1; fi; | { return at least one item } |
| г := т + 1; j := к — 1; |  |

ft;

The algorithm receives an interval [i,j] as argument, and terminates with [i,j] set to the reduced interval of free items. The returned interval will always contain at least one item even if the corresponding variable Xj could be fixed by the criteria (2.25). This ensures that the branch-and-bound algorithm always gets an item for deriving upper bounds, which usually will save some computational effort: If the branch-and-bound algorithm backtracks, no further sorting or reduction is needed. Note how the items are swapped to ensure that the interval [i,j] of free items always is placed immediately beside the core

[(7, Т).

The two while-loops are performed in linear time, which means that each reduction of an interval [г, j] is performed in 0(j — i + 1). Since the reduction algorithm is applied each time we expand the core, the computational complexity of all reductions corresponds to the complexity of a complete sorting. And QUICKSORT has an average computational complexity 0(rdogn).

1. Sorting

Having reduced the interval size, we must sort the corresponding items according to (2.2). For this purpose we use the partsort algorithm, since it repeatedly will partition the intervals closest to b until at most three items have been sorted. The unsorted intervals will be added to the lists H and T, and can be used next time the core needs to be expanded.

This lead us to the following sketch of the core-expanding algorithm:

Algorithm 2.4

procedure expand*(i,j);* { *[i,j]* interval from H or L}

reduce(i, j); { do the reduction }

if (j < b) then partsort(i, j, 0) else partsort (г, j, c); fl; {choose direction for sorting} а := min(cr, ф); r := max(r, ф); {adjust core limits}

* 1. Heuristic solution and main algorithm

Expknap needs some kind of heuristic solution to act as initial lower bound for the branch-and-bound algorithm. Purists may use г = pb\_i, but quite a lot of unnecessary branching may be saved by choosing a better heuristic solution.

Since the items only are ordered according to (2.12) and (2.13), we use the following heuristic solutions: The forward greedy solution, which is the best value of the objective function when adding one item to the break solution:

Zf = max {pb\_i + Pj : wb-i + Wj < c}, (2.26)

and the backward greedy solution, which is the best value of the objective function when adding the break item to the break solution and removing another item:

*Zb*

*■Pj : wb*

< *<■}.*

(2.27)

We choose the best of Zf and zb as our lower bound г, and store the corresponding solution vector as exceptions E from the break solution.

The main algorithm may now be sketched in the following way:

Algorithm 2.5

function expknap(p,w,x,c,n): integer;

Po := 1; t/’o := 0: Я := {[0, 0]}; { add stop items}

pn+1 := 0; wn+i := 1; L := {[n + *l,n+* 1]};

partsort(1, гг, 0); [а, т] := [ф, ф]; { End initial core }

b := ф; г := с — и; { determine />}

while (wb < r) do г := г — wb; b := b + 1; endwhile;

г := ma*x(zf,zb);* Set E to the corresponding vector. {determine lower bound} expbranch(pb\_1, wb-i,6 — 1, b); { branch-and-bound }

Define optimal solution x from E. { solution is defined }

return z;

Table I: Sorting times in seconds. Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n | 50 | 100 | 200 | 500 | 1000 | 2000 | 5000 | 10000 | 20000 | 50000 | 100000 |
| PARTSORT | 0.000 | 0.000 | 0.000 | 0.000 | 0.001 | 0.001 | 0.004 | 0.009 | 0.017 | 0.057 | 0.128 |
| SORT | 0.000 | 0.001 | 0.001 | 0.002 | 0.004 | 0.008 | 0.026 | 0.055 | 0.121 | 0.361 | 0.834 |

* 1. Computational experiments

The presented algorithm has been implemented in ANSI-C, and a complete listing is available from the author on request. The following results have been achieved on a HP9000/730 computer.

We will consider how the algorithm behaves for different problem sizes, test instances, and data-ranges. Four types of randomly generated data instances are considered as listed below. Each type will be tested with data-range R =100, 1000, 10 000 for different problem sizes n =50, 100, 200, 500, 1000, 2000, 5000, 10000, 20000, 50 000, 100000. The capacity c is chosen as c = \wn.

* uncorrelated data instances: pj and Wj are randomly distributed in [1, R].
* weakly correlated data instances: Wj randomly distributed in [1, R] and pj randomly distributed in [wj — Д/10, Wj + Д/10] such that pj > 1.
* strongly correlated data instances: Wj randomly distributed in [1, R] and pj =

Wj + 10.

* subset-sum data instances: Wj randomly distributed in [1, R] and pj = Wj.

For each problem type, size and range, we construct and solve 50 different data instances. The presented results are average values. If some data instance was not solved within one hour the field is marked with a “—”.

To get a deeper understanding of the algorithm, we measure the efficiency of each part of the algorithm: Finding the break solution, reducing the data instance, branching and bounding. Moreover we show how large the core grew, and give the average total

Table II: Use of reduction criteria as percentage of n. Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 50 | 81 | 90 | 88 | 107 | 123 | 122 | 130 | 198 | 221 | 78 | 190 | 202 |
| 100 | 82 | 87 | 93 | 83 | 140 | 128 | 142 | 234 | 269 | 64 | 222 | 255 |
| 200 | 69 | 89 | 99 | 53 | 125 | 128 | — | — | — | 21 | 232 | 300 |
| 500 | 51 | 84 | 95 | 19 | 123 | 121 | — | — | — | 1 | 176 | 338 |
| 1000 | 29 | 88 | 97 | 20 | 112 | 120 | — | — | — | 0 | 87 | 375 |
| 2000 | 11 | 91 | 100 | 9 | 100 | 113 | — | — | — | 0 | 24 | 349 |
| 5000 | 1 | 91 | 97 | 1 | 30 | 110 | — | — | — | 0 | 0 | 195 |
| 10000 | 0 | 74 | 101 | 0 | 10 | 110 | — | — | — | 0 | 0 | 120 |
| 20000 | 0 | 56 | 102 | 0 | 6 | 106 | — | — | — | 0 | 0 | 9 |
| 50000 | 0 | 13 | 97 | 0 | 3 | 92 | — | — | — | 0 | 0 | 0 |
| 100000 | 0 | 4 | 96 | 0 | 3 | 12 | — | — | — | 0 | 0 | 0 |

Table III: Number of iterations performed by expbranch in hundreds. Average of 50

instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 50 | 0 | 1 | 1 | 2 | 7 | 4 | 1234 | 1423 | 8888 | 1 | 8 | 122 |
| 100 | 1 | 1 | 2 | 2 | 20 | 17 | 17780 | 476874 | 373863 | 0 | 8 | 115 |
| 200 | 1 | 2 | 3 | 1 | 34 | 57 | — | — | — | 0 | 7 | 118 |
| 500 | 1 | 6 | 14 | 1 | 102 | 188 | — | — | — | 0 | 4 | 87 |
| 1000 | 1 | 21 | 34 | 1 | 136 | 541 | — | — | — | 0 | 3 | 99 |
| 2000 | 0 | 58 | 94 | 0 | 135 | 1167 | — | — | — | 0 | 1 | 59 |
| 5000 | 0 | 110 | 336 | 0 | 56 | 4031 | — | — | — | 0 | 0 | 49 |
| 10000 | 0 | 107 | 1048 | 0 | 99 | 7071 | — | — | — | 0 | 0 | 23 |
| 20000 | 0 | 70 | 2026 | 0 | 146 | 6658 | — | — | — | 0 | 0 | 2 |
| 50000 | 0 | 15 | 4446 | 0 | 71 | 5853 | — | — | — | 0 | 0 | 0 |
| 100000 | 0 | 12 | 7234 | 0 | 3 | 3610 | — | — | — | 0 | 0 | 0 |

computing time for expknap. Finally the computing times are compared to those of the mt2 algorithm which has been obtained from Martello and Toth [53].

First, Table I shows how much time is spent for finding the break solution by using the partsort algorithm compared to a complete sorting SORT. Since the sorting does not depend on the problem type, we only show the average times for uncorrelated data instances. As expected the computing time of partsort grows linearly with the problem size, and for large problem sizes partsort is considerably faster than a complete sorting.

Next, Table II shows how often the reduction criteria (2.25) has been applied as a percentage of all the items. Since the reduction criteria may be applied several times for each item, this percentage may grow beyond 100 percent. It is seen, that small-sized data instances generally apply the reduction criteria more often than large-sized data instances, and that the use grows with the correlation and data-range. This may be explained by the fact, that a solution close to the Dantzig bound is found easily for large-sized and low-correlated data instances.

Table III shows the number of recursive procedure calls performed by expbranch. It is seen, that large-ranged data instances generally use most iterations, and that the

Table IV: Final core size as percentage of n. Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 50 | 21.8 | 25.8 | 24.0 | 39.3 | 48.9 | 46.5 | 56.8 | 91.4 | 99.4 | 40.1 | 92.7 | 98.8 |
| 100 | 14.1 | 14.8 | 16.7 | 21.5 | 41.9 | 37.6 | 49.6 | 83.5 | 97.1 | 25.5 | 86.6 | 100.0 |
| 200 | 8.5 | 9.5 | 11.2 | 10.0 | 25.7 | 26.6 | — | — | — | 7.2 | 74.9 | 98.0 |
| 500 | 3.9 | 5.5 | 7.0 | 3.9 | 17.2 | 16.1 | — | — | — | 0.5 | 43.2 | 85.4 |
| 1000 | 2.1 | 4.1 | 4.6 | 2.7 | 10.7 | 12.3 | — | — | — | 0.2 | 18.6 | 83.9 |
| 2000 | 0.8 | 3.4 | 3.2 | 1.0 | 7.3 | 7.7 | — | — | — | 0.1 | 4.0 | 69.7 |
| 5000 | 0.2 | 2.0 | 2.0 | 0.2 | 2.1 | 5.4 | — | — | — | 0.1 | 0.1 | 34.1 |
| 10000 | 0.1 | 1.2 | 1.6 | 0.0 | 0.9 | 3.8 | — | — | — | 0.0 | 0.0 | 18.8 |
| 20000 | 0.0 | 0.8 | 1.0 | 0.0 | 0.5 | 2.5 | — | — | — | 0.0 | 0.0 | 1.2 |
| 50000 | 0.0 | 0.3 | 0.6 | 0.0 | 0.3 | 1.8 | — | — | — | 0.0 | 0.0 | 0.0 |
| 100000 | 0.0 | 0.1 | 0.5 | 0.0 | 0.1 | 0.6 | — | — | — | 0.0 | 0.0 | 0.0 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n \ R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 50 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.17 | 0.19 | 1.25 | 0.00 | 0.00 | 0.02 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 35.67 | 66.17 | 30.74 | 0.00 | 0.00 | 0.02 |
| 200 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | — | — | — | 0.00 | 0.00 | 0.02 |
| 500 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.03 | — | — | — | 0.00 | 0.00 | 0.02 |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.08 | — | — | — | 0.00 | 0.00 | 0.02 |
| 2000 | 0.00 | 0.01 | 0.02 | 0.00 | 0.02 | 0.17 | — | — | — | 0.00 | 0.00 | 0.02 |
| 5000 | 0.01 | 0.02 | 0.05 | 0.01 | 0.01 | 0.57 | — | — | — | 0.01 | 0.00 | 0.03 |
| 10000 | 0.01 | 0.03 | 0.16 | 0.01 | 0.03 | 0.99 | — | — | — | 0.01 | 0.01 | 0.03 |
| 20000 | 0.02 | 0.04 | 0.31 | 0.02 | 0.04 | 0.96 | — | — | — | 0.02 | 0.02 | 0.02 |
| 50000 | 0.07 | 0.09 | 0.72 | 0.06 | 0.09 | 0.93 | — | — | — | 0.05 | 0.05 | 0.05 |
| 100000 | 0.16 | 0.19 | 1.28 | 0.16 | 0.19 | 0.71 | — | — | — | 0.11 | 0.11 | 0.11 |

Table V: Total computing times in seconds

[expknap). Average of 50 instances.

Table VI: Total computing times in seconds (mt2). Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | Subset sum 100 1000 10 000 | | |
| 50 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.04 | 0.02 | 0.08 | 0.00 | 0.00 | 0.01 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 10.59 | 5.21 | 21.15 | 0.00 | 0.00 | 0.01 |
| 200 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | — | — | — | 0.00 | 0.00 | 0.02 |
| 500 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | — | — | — | 0.00 | 0.00 | 0.02 |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.02 | — | — | — | 0.00 | 0.00 | 0.02 |
| 2000 | 0.00 | 0.01 | 0.01 | 0.01 | 0.01 | 0.04 | — | — | — | 0.00 | 0.00 | 0.02 |
| 5000 | 0.01 | 0.02 | 0.04 | 0.01 | 0.02 | 0.09 | — | — | — | 0.00 | 0.01 | 0.02 |
| 10000 | 0.02 | 0.03 | 0.07 | 0.01 | 0.05 | 0.16 | — | — | — | 0.01 | 0.01 | 0.03 |
| 20000 | 0.04 | 0.05 | 0.12 | 0.03 | 0.08 | 0.23 | — | — | — | 0.02 | 0.02 | 0.04 |
| 50000 | — | 0.14 | 0.33 | 0.11 | 0.30 | 0.31 | — | — | — | 0.06 | 0.06 | 0.08 |
| 100000 | — | 0.28 | 0.58 | 0.25 | — | 1.33 | — | — | — | 0.12 | 0.13 | 0.15 |

number of iterations grows with the correlation (although subset-sum problems are quite easy).

Table IV shows the final core size as a percentage of the problem size. The core size is generally very small but seems to grow with the data-range. This explains why it is almost impossible to give an a priori size of the core, like Martello and Toth [52] tried.

The average computing time for each data instance is given in Table V. It is seen, that expbeanch is able to solve most data instances with up to 100 000 items, within one second. Only the strongly correlated data instances cause problems, but this could be expected due to the intrinsic hardness of these problems (Balas and Zemel [4]).

Finally Table VI gives the corresponding computing times using the mt2 algorithm. The same instances have been tested on the same computer for both algorithms. It is seen, that mt2 does not behave in a regular way: Some large sized instances were not solved within hours (or even days) while the remaining instances were solved in seconds. This behavior is a consequency of the a priori detection of the core: If a good lower bound cannot be determined in the core problem, an overwhelming branching tree emerges.

The two algorithms are generally equally fast, but expknap has a very stable behavior, with no anomalous instances. Thus we may conclude, that expknap dominates mt2. For a comparison of mt2 to other algorithms see Martello and Toth [53].

* 1. Conclusions

We have presented a complete algorithm for the exact solution of the 0-1 Knapsack Prob­lem. The presented results show that expknap is one of the most efficient algorithms available in the literature. The symmetric branching tree and the lazy sorting and reduc­tion imply that most data instances are solved without sorting or even reducing most of the items. And the expanding core avoids the anomalous behaviour of the “fixed-core” algorithms. Moreover we have demonstrated that all calculations can be performed with integers, thus avoiding the risk of deriving wrong solutions.

Since the algorithm is so simple to implement (only about 200 lines) it should be an attractive alternative to algorithms like mt2 which has about 1400 lines. Small-sized problem instances may be solved even easier, by sorting all items and only using the expbeanch algorithm. This algorithm would be extremely simple, and still yield a good performance.

Chapter 3

Solving hard Knapsack Problems

Although several good algorithms have been developed for solving the binary Knapsack Problem, none of these are able to solve strongly correlated data instances with large coefficients. In this chapter we present an algorithm particularly well suited for hard data instances, which combines the best ideas from recent research in the area. The enumeration algorithm is based on decomposing the problem into n parts, which successively are merged two by two. The merging is strictly local, but tight upper and lower bounds are determined by taking advantage of the enumeration in other sets, thus allowing us to fathom inferior states.

Computational experiments indicate an exceptionally good behavior for hard data instances with large coefficients. So-called Todd-type data instances with more than 50 items have been solved, although it was claimed that this would be unlikely by current techniques. Moreover the so-called strongly correlated data instances of large size are solved easily. The algorithm is highly parallel, and it is briefly described how it may be implemented on parallel computers.

Keywords: Knapsack Problem; Dynamic programming; Reduction.

1. Introduction

Assume, that we have n items to pack in a knapsack of capacity c. Each item j has the profit pj and the weight Wj, and we wish to pack the knapsack in a way so that the profit sum is maximized without having the weight sum to exceed c. More formally we define the binary Knapsack Problem (KP) by

П

maximize z = ^2 *pjXj 3=1*

П

subject to ^ wjxj A c, (3.1)

3=1

Xj e {0, l}, j = l,..., n,

where pj,Wj and c are positive integers. Without loss of generality we will assume that Wj < c, j = 1,... ,n, to ensure that all items fit in the knapsack, and that Y!j=i wj > c to ensure a nontrivial solution.

KP is AfV-hard [29], but many commonly occurring data instances may be solved relatively easy. If we should classify the data instances according to their hardness, we may use the observation by Balas and Zemel [4]: The difficulty of a data instance depends on two aspects; the correlation of the items profit to weight ratio, and the gap Г between the value of the linear programming optimum and that of the integer optimum. We get the following classification, which has been confirmed by several computational experiments:

* Uncorrelated data instances: Coefficients pj and Wj are not correlated, and conse­quently such instances are easy, even when the coefficients are very large.
* Weakly correlated data instances: The ratio Pjfwj has a small variation. In spite of the high correlation, the gap Г is usually relatively small, so such instances are quite easy to solve.
* Strongly correlated data instances: We have pj = Wj + k, where к is a constant. Frequently the gap Г will be of same magnitude as k, so hard instances may be constructed.
* Subset-sum data instances: The ratio Pj/wj is constant. For small coefficients, these problems are quite easy, since the gap Г is zero and several optimal solutions do exist. Chvatal [11] showed, that for large coefficients, the gap Г will be nonzero, thus forcing a complete enumeration.

Although good algorithms have been developed for solving easy data instances of the Knapsack Problem, little attention have been paid to the solution of hard data instances. Such instances occur when transforming general integer programming problems to the Knapsack Problem, and are thus of great practical as well as theoretical interest.

Where uncorrelated data instances of size up to n = 100 000 may be solved in less than one second when the coefficients are sufficiently small (see for instance [4,52,75]), no algorithms from the literature are able to solve strongly correlated data instances of size larger than n = 100, when the coefficients grow. Todd [92] investigated a set of very hard data instances for the Knapsack Problem, using coefficients which grow exponentially with the problem size. According to Martello and Toth [50] we can not expect to solve such problems of size larger than about n = 40.

This work is an attempt to improve results for hard Knapsack Problems. We present a multiplicative dynamic programming algorithm, which unifies most of the leading ideas from the literature. The algorithm is able to solve very large strongly correlated data instances for limited coefficients, and to solve Todd-type problems (with exponentially growing coefficients) of size larger than n = 50.

The organization of this chapter is as follows: In the following section we give a brief description of major techniques for solving KP, while Section 3.3 sketches the new haedknap algorithm. In Section 3.4 we describe how the enumeration is done by mul­tiplying sets, and Section 3.5 shows how tight lower bounds may be derived by looking from each set of partial vectors into the other sets of partial vectors. Section 3.6 shows how upper bounds may be derived by using a similar idea. In Section 3.7 it is described how to keep track on the solution vector during the set multiplications, and Section 3.8 presents computational experiments. Finally Section 3.9 describes how the algorithm may be implemented on parallel processors.

1. Background

Since Bellman [5] presented the first dynamic programming algorithm for solving KP, this technique has played an important role in the solution of hard Knapsack Prob­lems. Among the main results should be noted, that KP may be solved in pseudo­polynomial time by dynamic programming (i.e. O(nc), where c is the largest coefficient of the data instance). Several good implementations of dynamic programming algorithms exist (Horowitz and Sahni [33], Toth [93]) but, as Toth remarks: The storage requirements of dynamic programming procedures grows steeply with the size of c, so we should only expect hard Knapsack Problems solved by this technique when c has moderate value. However Horowitz and Sahni [33] made the observation, that if the Knapsack Problem is decomposed in two partial problems, the number of states in a dynamic programming algorithm may be decreased by a square-root. The authors also concluded, that a further partitioning is not suitable, since there is no simple way of combining the partitionings, although Bellman and Dreyfus [6] a decade earlier used a complete decomposition in order to solve KP by parallel computation.

By incorporating upper bounds in the dynamic programming it is possible to fathom states not leading to an optimal solution. This idea was introduced by Morin and Marsten [57] and has been successfully applied by several authors [33,93].

Ingargiola and Korsh [38] showed how to reduce the size of the data instance by prepro­cessing. This idea is very fruitful for uncorrelated data instances, and several improved versions of the idea have been presented subsequently. Unfortunately the technique is quite useless for strongly correlated data instances since upper bounds are almost un­changed by the fixing of a variable at a given value.

The latest result in this field was made by Martello and Toth [52], who showed how enumerative upper bounds may be constructed as the maximum of some simple upper bounds when walking through a branching-tree. This method was introduced with branch- and-bound algorithms, but may equally well be used in dynamic programming.

In this chapter we will present a new algorithm named hardknap which combines all the above ideas. The algorithm is based on successive separation of the problem in equally sized subsets of items, which then are merged two by two till all items have been enumerated. Essentially it is the same algorithm as presented in Bellman and Dreyfus [6], but the new idea is to apply the enumeration in other sets for obtaining tight upper and lower bounds. These bounds get tighter at each iteration, for finally reaching each other. In this way they are superior to all traditionally used bounds.

It should be pointed out, that the algorithm has some very interesting properties: Due to the separability we obtain a worst-case running time of order 0(2n/2), thus improving by a square-root over traditional dynamic programming algorithms, and the storage con­sumption is also decreased by a square-root. Moreover the algorithm may be viewed as solving the problem through reduction, since at first iteration the fathoming step corre­sponds to the reduction algorithm by Ingargiola and Korsh [38], but at each succeeding iteration the reduction is improved.

1. Main algorithm

In the following we will assume that the items are ordered according to nonincreasing e&ciencies ej = Pj/wj, thus

e% > ej when i < j. (3-2)

Although there may be several orderings satisfying (3.2), when some items have the same efficiency, we will assume, that one particular ordering has been chosen.

For any two indices s, t, where l < s <t < n we define the set of partial vectors Xsj by

xa,t = { (xs, ...,xt)e {o, i}\*-\*+1 }. (3.3)

For a given partial vector щ e Xsj we define the corresponding profit sum w by 7г(х\*) = Щ = Yfj^sPjXj, and the weight sum p by /г(х,) = . An optimal solution

to (3.1) may thus be found as

z = max {?r(xj) : ^(x\*) < c}, (3.4)

XieXi>n

and in order to enumerate the set Xli7i we use the following technique:

Algorithm 3.1 Assume, that гг is a power of two. Initially we construct n sets Xiti each consisting of two partial vectors

Xi,i = {(0), (1)}, i = l,... ,n. (3.5)

Then we multiply the sets two by two, obtaining Xlt2,X3t4,..., X„\_li7i as the cartesian product of

Xiti~\~i X-ij x ; i 1,3,..., n 1. (3.6)

We continue this way till the final two sets Xli7i/2 and Xn/2+\,n are reached, which are multiplied in a similar way.

Example 3.1 Given the data instance

|  |  |
| --- | --- |
| j | 12 3 4 |
| Pi  Wj | 7 5 6 3 4 5 7 4 |

where n = 4 and c = 13. Algorithm 3.1 runs like:
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|  |  |  |  |
| --- | --- | --- | --- |
| Xi | X2 | ж3 | X4 |
| 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 |
| 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 0 |
| 0 | 1 | 0 | 1 |
| 0 | 1 | 1 | 0 |
| 0 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 |
| 1 | 0 | 0 | 1 |
| 1 | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 |
| 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 0 |
| 1 | 1 | 1 | 1 |

X-

1,4

If n is not a power of two, we use another technique in the initial step. Choose n' as the largest power of two, less or equal to n. Then construct n1 sets Xifi or Х^+1, each consisting of one or two items. Now we have obtained a power of two initial sets, and may proceed as before.

By using Algorithm 3.1 we are able to enumerate the set of all vectors Xli7i, but quite a lot of unneccessary enumeration may be avoided by using some simple criterias: fathoming, reduction, dominance and improvement of the lower bound.

* Fathoming: If some partial vector x e X8tt has fi(x) > c the vector is infeasible and thus may be deleted from Xsj.
* Reduction: Choose a partial vector x e Xsj. If an upper bound for (3.1) with the additional constraint

= x, for i = s,... ,t (3-7)

is less or equal some lower bound г, then x may be deleted from Xsj.

* Dominance: If two vectors x,y e X8tt fulfills 7г(х) > 7r(y) and ^(x) < fi(y) then у may be deleted from Xsj since it will not lead to an improved solution (see [93] for a proof).
* Improvement of lower bound: If x e XStt has the property 7г(х) > г and ^(x) < c then set г = тг(х).

These properties will be considered in the following sections.

1. Multiplication of sets

It is convenient to represent each set Xsj as an ordered list of the corresponding profit and weight pairs (щ, fa) called states. Although we loose information about the corresponding physical vectors x it will later be described how the solution vector may be derived. The set Xsj = {xb ..., xTO} may thus be represented as a linear array {(fa, fa),..., (тгт, pm)}, where тг\* < тгj+i and fa < fa+i-

The multiplication X"u = Xsj x X't+l u, where Xsj and X't+lu has size m and m! respectively, may be performed by setting fj"+jm) = (fa + 7г', fa + jit') for i =

l,... ,m, j = 1,... ,m'. Then the set X"u is ordered according to nonincreasing weight sums p, and dominated vectors are removed. Due to the ordering of p we only have to ensure that тг is growing, which may be done in linear time by Algorithm 3.2. The total computational effort is thus О {mm! log2(rara')) due to the sorting.

Algorithm 3.2

procedure removedom(X, var X');

{input: X = {(Vi, /^lipmi Tm) }> output: X' = {M, pfj), ■ ■ ■ , (тг'т,, p'm,)}} m! := 1; *(tt(, p[) := (fa, pi);* for *i* := 2 to *rn* do if *(щ > w'm,)* then

if (fa > //•'„,) then m! := m! + 1; fi:

*^AmO f^m1)* ' *^Ai i Pi) i*

ft;

rof;

![image13](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ8AAACHAQAAAAAg5ba7AAAACXBIWXMAABcSAAAXEgFnn9JSAAABs0lEQVRIie3WP07DMBTH8TB1jDhBrsANchgOwNCB0aAOHXuEilOwgjp0oyMbKsrA1qbqkKAEP5r/9vN3ZqLjR3H9i/3i50j83/4mFYkUlqWEWFeEBeEdoDWECaCk+GQhRTBRcgjxZ30wmcZqZc1ZY7Gr5V3jcfctzxrXWytzhXb2aM08inX6D1NErxrf7ouoTnX820ukpcJTdXn3vR7fYJ3o/M0qbfSjDeaEVo9vFzkY32BtAEW/aoufhDYGlCdCtSr9Ii8Jc0J//LBHW8KSUBLCjNBdlakYVoQZoTWATlQHS8IpqosZ4RjVK9qE8ExoU8BhV3zMCftaU5/MhjAn7KJq/CRsCyA4QxaEeQVYXwPKgwHcp4Qx4PEISJH+8U+QtgM3Drf4Bf7TXlGBzQE3EAkbX/slaFwCdmeewq5nKIwBSwPYnyIeDg3Hw6E1eRgD9tP4OHYbB6dm4WBuAL8EMAF0TvoJN4DDOefhSQB3gOMruug11CicZkR3mhFXgNgiVd/tkNquF3LArYToh+zxJID6ztJgcLtpUF8OWpwB6pAthlcbicJLzAWnYnFwEZpEMFp+Af8WQSdsRJ+zAAAAAElFTkSuQmCC)![image14](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQsAAAClAQAAAABjT+XVAAAACXBIWXMAABcSAAAXEgFnn9JSAAACe0lEQVRYhe3YPW7bMBQHcHXqIYqih+hamIfpKYIUYYCuRYPOLcxDdC3iGiigJagO0AwOPHDpEEMtYqKS2PBREsUP8e9RQzg9CT+TT/QjRbvQqIkCiY5B8p1DsjuBaEi2mLyApDmH5Kgh2WNSYvIKko5B8pgtIgdMJCYVJhtIOg6JeSBAaiKXxdCexaQkMmkxEUT4eN2ks80TeydLakwkJgITBslRQ3LApByJVdcxEQPpCsrqTUQ6NpDml06T4brgrSXvInIYif5MvcZEOvKVyFlEriAZsjXkNd1QPCANH0lHpKlDorQjZ0TehgPtHdHnRF6GpJoQO3L0HYmQtBFhIVEhcVez5BARHRKJSYUJc2RmTY/TP0+UC+cGkphUmDBIOu6RLQVbj0yyNWRNwdojdUCo07VXdRIT4ZMVkdWUjNU/T7znN4Q+smKT+woTickVJgwSv7iST6RCEk+dxKQKyS0Ft5MMWEjuKLhzZFosOl1SrYakxqTEREDiFUuahPtvgtSYSEwEJgyS6OUWE5Ugux406WypGLhHqgT5SOQ4kM0sue9JUCyW2Jt/enIMhSF2//zdk3D6iSjvicoUuadgKG8xP9A3S+JsKV02GSg+5zjSv+3jbGk1GvJ4/iASTb8jw+zG2RpyzSeEJcmNdiSRrVvTO8qlTZOhpXp4IssgdgVscmRPHRUsQ35aEp4OY3KRI/ZFeJHLRVDQ5sgnClSO2P3lHyZ1jtil9oCJXASxX0CW2A0+S/724RJq94mkCb08Ntny/qHNsWaPVkDD3merzqTD8ovkBMKWQ24w2WHSnUA4JB8w+aIhMT/EmueXOfLQh0uo3eWQ7D9t1P4DkCHWz42SPsIAAAAASUVORK5CYII=)Example 3.2 Using the enumeration from Example 3.1, ordering the items according to nonincreasing weight sums, and removing dominated states, we get the following scheme (the dominated and thus deleted states are enclosed in brackets):

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| \*1,1 | 7Г | L |  | |  |
|  | 0 | 0 | \*1,2 | 7Г | L |
|  | 7 | 4 |  | 0 | 0 |
|  |  |  | | 7 | 4 |
| \*2,2 | 7Г | L |  | (5 | 5) |
|  | 0 | 0 |  | 12 | 9 |
|  | 5 | 5 |  | |  |

|  |  |  |
| --- | --- | --- |
| \*3,3 | 7Г | L |
|  | 0 | 0 |
|  | 6 | 7 |
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|  |  |
| --- | --- |
| 7Г | L |
| 0 | 0 |
| (3 | 4) |
| 7 | 4 |
| (6 | 7) |
| 10 | 8 |
| 12 | 9 |
| (9 | 11) |
| 13 | 11 |
| 15 | 13 |
| 16 | 15 |
| 18 | 16 |
| 21 | 20 |

X-

1,4

Improved multiplication

Computational experiments show, that for most data instances up to 95% of the states are removed by dominance. In such cases it would be time- and storage consuming, to sort all mm' partial vectors. Instead we should look for an algorithm which makes it possible to remove dominated states during the enumeration, applying that X and X' already are ordered.

The idea is to divide X recursively in two equally sized parts XA and XB until the hereby obtained sets have size 1. A set Xa of size 1 is trivially multiplied with the set X' by simply adding the remaining state (тг, fi) to each state in X', and the product set X"A will still be ordered. Finally the sets X"A and X% are merged two by two, by repeatedly choosing the smallest weighted state from the sets, and removing dominated states as in Algorithm 3.2. This leads to the following divide-and-conquer algorithm:

Algorithm 3.3

procedure split(X, X', var X");

{ determine X" = X x X' with dominated states removed } if (m *=* 1) then

for i := I to m' do (тг". //.'') := **(tti +** w', /q + //•'): rof; m" := rn': else

d:= |ra/2j; XA ■= {(тгь /q),..., (Vd, XB := {(wd+u fj,d+1),..., (?rTO, /%)};

split(X^, X', X'a); split(XB,X',X£); merge(X^, X% X");

ft;

procedure merge(X, X', var X");

{ determine X" *=* X U X' with dominated states removed *}* m" := 1; (wm+u fim+1) := *(oo,oo);* «,Ч1, hm'+i) '■= (°°, °°); if *{hi < h'l)* then *{hb:=* (/'ь'Т): i *:=* 2; *j :=* 1;

else (//,',<) := (//',,7^): i := 1; j := 2; fi:

repeat

if (hiA h'j)then if (щ > тг^„) then

if (/q > (r'^n) then m" := m" + 1; fi;

(Яш" 5 hmn ) \* (т; hi) 7

fi; i := i + 1; else

if (тг' > тг^„) then

if (fij > [T'm„) then m" := m" + 1; fi;

K,",/C") := *(^3 7 h'j) 7*

ft; j := з + f;

end;

until (/ = m — I) and (j = m + 1);

If we choose X as the smallest of the two sets there will be mm' additions in procedure split, followed by m mergings of length m' in procedure merge, Щ mergings of length

at most 2 ml, and so on. Assuming that mis a power of two we may sum the number of operations to getting the complexity 0{mm! logra).

Finally we notice that the last multiplication in Algorithm 3.1 is not necessary ac­cording to [1,33], since the two sets X1]7i/2 and Xn/2+i,n are ordered, making it possible to derive maximal pairs (Pi, p,j), p,i E X1]7i/2, Tj £ Xn/2+i,n satisfying pi + p,j < c in linear time by running forward through X1]7i/2 while we run backward through Xn/2+i,n- This gives Algorithm 3.1 the complexity 0(2”/2).

1. Lower bounds

While the preceding multiplication of states was strictly local, we will now apply global knowledge about the enumeration in other sets to obtain tight lower and upper bounds.

A lower bound for (3.1) may be found by using the greedy algorithm: include the items 1,2,... until the first item b which does not fit into the residual capacity. This item is called the break item, and the profit sum

2 = ^Pi, (3.8)

i=l

is obviously a lower bound for (3.1). The break item b may also be defined as the index which satisfies

iri, < с < Тйь-+1, (3.9)

where the cumulated weights Щ are given by Щ = \ wp for i = *1,,n.*

Greedy solution for sets

We will now generalize the greedy algorithm for sets of states. For each set W = Xsd the corresponding set profit is given by Pi = Y?j=s Pp and the set weight is W\ = Y?j=s Wj. With the sets labeled Xb ..., Xd, the cumulated set profits Pi and weights Wi are given by

Pi = X) PP i = *l,... ,d+ l,*

(3.10)

(3.11)

3=1

*Wi =* 2 *Wj, i = l,...,d+l,*

3=1

and we define the break set XB by the index В which satisfies

Wb<c<Wb+i- (3.12)

The break state (тгр, pp) within the break set XB = {(tti, ^i),..., (тгто, fim)} may be defined by the index /3 which satisfies

*Ю* < *c-WB < Ю ■* i •

(3.13)

The inequality c — Wв < Lp+i is dropped when (3 = m, and we set. J = 0 if /q > c — WB. By definition we have W B + Lp < c for /3 ^ 0 so a lower bound for (3.1) is given by

z = В n — "n;h (3.14)

Notice, that at the initial step of merging when XB = Xbjb this bound corresponds to the greedy solution (3.8), but for each future merging it becomes tighter, for finally becoming the optimal solution when XB = Xi-n.

Example 3.3 We consider the sets of partial vectors from the initial stage of Example 3.2:

V, X2 .Y.s X4

|  |  |
| --- | --- |
| 7Г | fj, |
| 0 | 0 |
| 7 | 4 |

|  |  |
| --- | --- |
| 7Г | (j, |
| 0 | 0 |
| 5 | 5 |

|  |  |
| --- | --- |
| 7Г | fj, |
| 0 | 0 |
| 6 | 7 |

|  |  |
| --- | --- |
| 7Г | (J, |
| 0 | 0 |
| 3 | 4 |

The cumulated profit sums, and weight sums are

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| j | 1 | 2 | 3 | 4 | 5 |
| Pi | 0 | 7 | 12 | 18 | 21 |
| Wj | 0 | 4 | 9 | 16 | 20 |

so the break set is Xs and the break state within this set is (tti, ш) = (0,0). We get the lower bound г = Рц+тгi = 12 + 0 = 12.

Greedy solution for a restricted problem

The bound (3.14) may equally well be derived with some variables fixed by a partial vector Xj e Xj as given by (3.7). Such a lower bound will be denoted by z(i,j), and a lower bound for the Knapsack Problem (3.1) alone may be determined as maximum z(i,j) for all sets Xj and all partial vectors щ e Xj. We get

z = max max z(i,j). (3.15)

*Xj* (E *Xj*

Thus, assume that some variables are fixed by a partial vector щ e Xj as given by (3.7). If Wj + > c the break set XB should be found among Xb ..., and it is defined

by the inequality

*WB < с-/л(щ) < WB+i-* (3.16)

The residual capacity is then

r = c /i(xj) -WB,

(3.17)

(3.18)

meaning that the break state (тгe XB is defined by

*fO* < >' < fD+ъ

with usual assumptions for (3 = 0 and (I = m. Conversely if Wj + < c we know that

the break set should be found among Xj+i,..., Xd, and it is defined by the inequality

*WB-Wj < c-fi(xLi) <WB+i-Wj,* (3.19)

where the set weight of Xj is subtracted from the cumulated set weight to avoid double addition. The residual capacity is then

r = c- р(щ) -WB *+* Wj, (3.20)

and the break state /3 is defined by (3.18). We get the following algorithm for deriving the lower bound:

Algorithm 3.4

г := 0;

for all sets Xj = {(тгь рг),..., (тгт, pm)} do for all states (щ, p^) e Xj do

if (fii > c) then state (щ, p^ is infeasible, and may be fathomed, fi; if (Wj — //, < c) then

find through binary search in {Xj+i,..., Xd} an index В which satisfies Wв < c — Pi + Wj < Wв+i ■

r := c- (i, - WH - Wj**;** р:=щ+Рв- Pj**;**

else

find through binary search in {Xb ..., Xj\_i} an index В which satisfies WB<c~ fa <WB+1- r := с — щ — WB; р:=Щ + Pв-

ft;

find through binary search in XB a state (3 satisfying (ip < r < [ip+i. if (/3 Ф 0) and (p + wp > z) then z := p + тгд; fi; rof; rof;

Example 3.4 For each state (щ, pi) e Xj from Example 3.3 the following table gives the corresponding break set XB, the break state (тгд, pp) within the break set, and the lower bound z(i, j).

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| i | j |  | Pi | В | P |  |
| 1 | 1 | 0 | 0 | 4 | 1 | 11 |
| 2 | 1 | 7 | 4 | 3 | 1 | 12 |
| 1 | 2 | 0 | 0 | 4 | 1 | 13 |
| 2 | 2 | 5 | 5 | 3 | 1 | 12 |
| 1 | 3 | 0 | 0 | 5 | 1 | 15 |
| 2 | 3 | 6 | 7 | 2 | 1 | 13 |
| 1 | 4 | 0 | 0 | 3 | 1 | 12 |
| 2 | 4 | 3 | 4 | 3 | 1 | 15 |

It is seen, that by this technique, we obtain a lower bound z = 15, which is considerably better than the lower bound found in Example 3.3.

1. Reduction

The purpose of the reduction is to delete partial vectors whose upper bound does not exceed the so far best lower bound. For a given partial vector щ e Xj = Xsj we may construct a complete vector у = (yb ..., y„) by setting

(3.21)

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1 | for | h = | 1,... | , s — 1, |
| X,h | for | h = | S, |  |
| 0 | for | h = | t + 1, | ...,n. |

By linear relaxation of the variables xs-\ and xt+i we obtain the following upper bound for the vector у

u(y)

Иу) + ——if p(y) < c,

. Иу) + if Му) > U

(3.22)

where we set (pq,wq) = (oo, 1) and (pn+i,wn+i) = (0,oo). The vector у will have profit sum 7r(y) = Pj + 7Г(х^) and weight sum fi(y) = Wj + ^(x,), so an upper bound for у and thus Xj may be found as

tt(Xj)

[Pj + 7Г(Х<) +

<

lpj+ir(x<) +

*[c-Wj - pt+*1 ■

*m+i* J

(■C-Wj ^t(Xj))Ps—l |

Ws-1 J

if

if

Wj + jLf(xj) < c,

Wj + ju(xj) > c.

(3.23)

This bound could be used for reducing infeasible partial vectors in an enumeration al­gorithm as done in Pisinger [65], but we may derive tighter upper bounds by taking advantage of the enumeration in other sets as described below.

**The** 7r-bound

Martello and Toth [52] showed, that having a complete enumeration of partial vectors XSit, an upper bound for the Knapsack Problem (3.1) may be found as the maximum over Xsj of each partial vector’s upper bound. Using the bound (3.23) we get the following upper bound

7Гg t-bound = max и(щ

(3.24)

’ Xi€Xs,t

It is seen that for [s, t] = [b, b] the тг-bound becomes the Martello-Toth upper bound [46], and by expanding the interval [s, t] we can make the тг-bound arbitrarily tight. The ultimate bound is reached for [s, t] = [1, n], where it corresponds to the optimal solution for KP.

Any set XSj may be used for deriving the тг-bound, but the tightest bound is obtained by using the break set XB as given by (3.12). Applying the тг-bound in its direct form would however mean, that we had to run through all vectors in XB each time the boundwas used. This may be avoided by applying the following method by Pisinger [65]. First we define the functions ф and ф by:

(с - fJ,j)pt+1 Щ+i ’ (с - щ)ра-1 W8-l

*ф(щ) = ф4 = щ + ф(щ) = ф4 = Wi* +

(3.25)

(3.26)

L *Pb-'NA\*!*

+ ф{хф\ if WB + Mx\*) < c, + Ф{щ)J if WB + Mx\*) > c,

where we set ф0 = 0 and ф0 = 0. Then the bound и(хф for x, e XB becomes

*и{щ)*

*lp*

m+1

**75** ^ *В* ***Ps—1***

В

*W8-i*

(3.27)

[Pb - Wwt+l+1 + maxK/3 0(X\*)J , LРв - + maxi>p ^(x<)J.

and since the states {(tti, /хф),..., (тгт, цт)} in XB are ordered we have TT# + ^ < c for i < (I and Wв + Hi > c for i > /3, where /3 is the break state corresponding to the set XB as given by (3.13). By inserting equation (3.27) in equation (3.24) we get the following equality

тг-bound

max

(3.28)

If we define max ф^ and max ф^ as

max Oj = max ф^ j = 0,..., m, i<j

(3.29)

(3.30)

тахф~ *= maxфi, j* = 0*,,m,*

i>j

we obtain that the тг-bound may be derived as the maximum of the following two expres­sions

7rSit-bound = max <

(3.31)

*[Pb-*

***[Pb~***

*WbTH+i*

***Щ+i***

***WsPs-l***

*W8-1*

max фр\,

max-^gj.

Since all variables max ф^ and max ф^ can be determined in linear time per global reduc­tion, the тг-bound may be determined in constant time once В and /3 has been found. This will be crucial when we use the тг-bound for reducing partial vectors.

Example 3.5 Extending the data instance from Example 3.1 we get the following table:

|  |  |
| --- | --- |
| j | 0 1 2 3 4 5 |
| Pi  Wj | oc 7 5 6 3 0 1 1 5 7 1 oc |

Using the enumeration from Example 3.2 we wish to find an upper bound for (3.1) using the equation (3.31). As found in Example 3.3 we have the break set XB = Xs and the break state in Xs is given by /3 = 1. We get the following table for Xsj = X3i3:

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| i | m | Hi | Фг Ф% | | max^j | max t:, |
| 0 | — | — | 0.00 | 0.00 | 0.00 | 13.00 |
| 1 | 0 | 0 | 9.75 | 13.00 | 9.75 | 12.00 |
| 2 | 6 | 7 | 10.50 | 12.00 | 10.50 | 0.00 |

The upper bound is found as

?r3i3-bound = max j [P:i - + max ф1 J, [P:i - 2 + max ф1 J j

= max{ 15.15} = 15.

The 7r-bound for a restricted problem

In order to delete infeasible partial vectors щ e Xj = XUtV we will determine the тг-bound for (3.1) restricted by

Xi = xki for i = и,..., v, (3.32)

and delete the vector if the upper bound does not exceed the lower bound г. So let XB be the break set corresponding to the partial vector щ as given by (3.16) or (3.19). Then the тг-bound for the vector щ is

7r-bound|Xfe = max tt(xj)|Xfe, (3.33)

’X.i&Xs

where the bound и(хф restricted by (3.32) is derived the following way: The addition of constraint (3.32) means that a complete vector у for щ becomes

*Yh*

|  |  |  |  |
| --- | --- | --- | --- |
| ' 1 | for | h = 1,..., s — 1, | h [u, v} |
| Xj,ft | for | h = \* 1. |  |
| 0 | for | h = l — \ n. | h ^ [u, v} |
| . xk,h | for | h = u,..., v. |  |

(3.34)

The vector у will have profit sum тг(у) = Pj + 7г(х\*) + pk and weight sum fi(y) = Wj + yu(xj) + wk, where the deviation by fixing some variables by constraint (3.32) is given by

*7г(щ)* if *v <* s,

(3.35)

(3.36)

*7г(щ) — Pj* if *и > t,*

*(л(щ)* if *v <* s,

*(л(щ) — Wj* if *и > t.*

Now the upper bound (3.27) becomes

M(x\*)k =

L*(Pb + Pk) -* ^*Wb w^Pt+1* + ^(X\*)J if *WB + wk + < c,*

where j3 is the break state as found in Algorithm 3.4. We get the following reduction algorithm:

*[(Рв+Рк) Wa^i*

and the restricted я-bound (3.31) becomes

*(WB + wk)p*a-i +^(x.)j if wB + wk + p(xi)>c,

(3.37)

я-bound

max

L*{Pb* + Pk) - *(yWe w^Pt+1* + max <kJ ’

*[{Pb* + Pk)

*(WB + Wk)Ps-*

(3.38)

ws-1

+ max Ф/3 J,

Algorithm 3.5

for all sets ,Y;/ do

for all states (я\*, рф e Xj = {(tti, рф),..., (ято, pm)} do

{ Use the break set В and break state /3 as found by Algorithm 3.4 } if (j < *В)* then p *\= щ* — P:i: w := щ — U'v:

else p := тг^; w := pp fi; { Deviation (3.35) and (3.36) }

{ Now determine the upper bound }

Щ := l(PB + p)~ + max J;

Щ ■■= L*(Pb* + p)~ *^WBwsWi*Ps~1 + max kJ 5 { Check if state may be deleted } if (max{«i, tt2} < z) then drop state fi; rof; rof;

Example 3.6 An upper bound for the state (я2,/к = (3,4) £ X4 from Example 3.3 is found as follows: The break set is given by В = 3 (see Example 3.5), and we find p = 3 and w = 4. Then the bound is

^з,з-bound

max

*[(Рг+Р)*

*[(Рг+Р)*

*(W3 + w)p4*

*w4*

*(W3 + w)p2w2*

+ max ф4\, + max ф4 J

max{15,14} = 15.

1. Solution vector

Our algorithm is able to find the optimal value of the objective function in (3.1), but not to find the corresponding solution vector x. In order to find x, we will extend a state with two pointers a and r, so it becomes (я, p, a, r).

At the initial step when sets Xi;i are constructed, we set a to point at item i if Xi = 1, and to nil otherwise. The pointer r is set to nil in any case. When multiplying two sets by adding states two by two (Algorithm 3.3) we set a and r in the product state to point at each of the added states. By this technique it is easy to find the vector x corresponding to a given state (тг, p, a, r). First all variables rc\* are set to 0, and then we follow the states downwards to states where r is nil. If a is not nil we set the corresponding variable rc\* to 1.

As noted in Section 3.3 initial sets Xiti+i containing two items may occur, when n is not a power of two. Such sets are treated as the product of two sets Xiti and W,»+b and may thus be initialized as described above.

1. Computational experiments

The presented hardknap algorithm has been implemented in ANSI-C, and a complete listing is available from the author on request. The following results have been achieved on a HP9000/730 computer.

We will consider how the algorithm behaves for different problem sizes, test instances, and data-ranges. Four types of randomly generated data instances are considered. Each type will be tested with data-range R =100, 1000, 10000 for different problem sizes n =100, 200, 500, and 1000. The capacity c is chosen as c = | YJj=i Wj-

* uncorrelated data instance: Pj and Wj are randomly distributed in [1, R}.
* weakly correlated data instance: Wj randomly distributed in [1, Д] and pj randomly distributed in [wj — 10, Wj + 10] П [1, R + 10] (the set intersection ensures that pj is positive).
* strongly correlated data instance: Wj randomly distributed in [1, Д] and pj = u^+lO.
* subset-sum data instance: Wj randomly distributed in [1, Д] and pj = Wj.

For each problem type, size and range, we construct and solve 10 different data instances.

Table I shows the average computational time for each of the different types of data instances, while Table II shows the average gap T between the value of the linear pro­gramming optimum and that of the integer optimum. As expected from the introduction the computational time is seen to depend strongly on the correlation and gap Г. The strongly correlated data instances which have both of the properties are clearly the hard­est problems to solve. Anyhow the presented algorithm is able to solve them in reasonable time, a result which hitherto has not been presented in the literature. For comparison it should be noted that Toth [93] using dynamic programming only was able to solve strongly correlated data instances of size n = 200 and R = 100. Of the total computa­tional time used by hardknap more than 99% of the effort was used for multiplying the sets by Algorithm 3.3 when the problem was hard. This means that improvements in the multiplication part would make the algorithm substantially faster.

Table III shows the maximum size of the sets of states. It is seen that the size grows with the hardness of a data instance but still stay within the limits of a modern computer.

Table I: Total computational time in seconds. Average of 10 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| type | R | 100 | 200 | n  500 | 1000 |
|  | 100 | 0.01 | 0.02 | 0.05 | 0.12 |
| uncorrelated | 1000 | 0.01 | 0.03 | 0.06 | 0.16 |
|  | 10000 | 0.01 | 0.02 | 0.07 | 0.17 |
|  | 100 | 0.01 | 0.02 | 0.05 | 0.09 |
| weakly corr. | 1000 | 0.02 | 0.03 | 0.07 | 0.14 |
|  | 10000 | 0.12 | 0.16 | 0.21 | 0.23 |
|  | 100 | 0.03 | 0.07 | 0.21 | 0.35 |
| strongly corr. | 1000 | 0.25 | 2.33 | 6.32 | 12.89 |
|  | 10000 | 1.74 | 35.47 | 435.71 | 1013.49 |
|  | 100 | 0.01 | 0.01 | 0.03 | 0.07 |
| subset sum | 1000 | 0.02 | 0.02 | 0.04 | 0.08 |
|  | 10000 | 0.03 | 0.06 | 0.11 | 0.11 |

Table II: Gap T between LP-optimum and IP-optimum. Average of 10 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| type | R | 100 | n  200 | 500 | 1000 |
|  | 100 | 3.5 | 1.5 | 1.3 | 0.5 |
| uncorrelated | 1000 | 47.0 | 23.7 | 14.5 | 9.5 |
|  | 10000 | 506.9 | 248.0 | 133.6 | 87.2 |
|  | 100 | 1.1 | 0.2 | 0.0 | 0.0 |
| weakly corr. | 1000 | 2.0 | 0.9 | 0.3 | 0.0 |
|  | 10000 | 3.8 | 1.8 | 0.5 | 0.0 |
|  | 100 | 4.7 | 4.4 | 5.1 | 4.1 |
| strongly corr. | 1000 | 4.7 | 4.9 | 4.9 | 4.8 |
|  | 10000 | 5.3 | 5.1 | 5.1 | 3.4 |
|  | 100 | 0.0 | 0.0 | 0.0 | 0.0 |
| subset sum | 1000 | 0.0 | 0.0 | 0.0 | 0.0 |
|  | 10000 | 0.0 | 0.0 | 0.0 | 0.0 |

Table III: Maximum size of sets Xj. Maximum over 10 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| type | R | 100 | 200 | n  500 | 1000 |
|  | 100 | 15 | 17 | 58 | 98 |
| uncorrelated | 1000 | 58 | 64 | 184 | 456 |
|  | 10000 | 45 | 50 | 89 | 513 |
|  | 100 | 52 | 107 | 16 | 12 |
| weakly corr. | 1000 | 609 | 502 | 782 | 769 |
|  | 10000 | 8070 | 6356 | 16455 | 2728 |
|  | 100 | 894 | 929 | 2170 | 2672 |
| strongly corr. | 1000 | 7404 | 14369 | 18148 | 22819 |
|  | 10000 | 53700 | 90332 | 148971 | 261676 |
|  | 100 | 4 | 4 | 4 | 4 |
| subset sum | 1000 | 128 | 128 | 16 | 16 |
|  | 10000 | 128 | 128 | 256 | 16 |

Table IV: Todd-type data instances. Problem size n, computational time in seconds, gap Г, and maximum size of set of states.

|  |  |  |  |
| --- | --- | --- | --- |
| n | time | Г | max size |
| 5 | 0.0 | 60 | 4 |
| 10 | 0.0 | 248 | 32 |
| 15 | 0.0 | 4 088 | 128 |
| 20 | 0.0 | 16 368 | 1 024 |
| 25 | 0.1 | 262 128 | 4 097 |
| 30 | 0.3 | 524 272 | 32 768 |
| 35 | 1.7 | 16 777 184 | 131 072 |
| 40 | 13.4 | 33 554 400 | 1 048 576 |
| 45 | 48.9 | 536 870 880 | 2 097 152 |
| 50 | 771.1 | 1 073 741 792 | 2 097 152 |

Finally we tried to solve Todd-type data instances [92] by the given algorithm. The coefficients are generated as follows: Set к = [\_log2 n\ and

p5 = Wj = 2k+n+1 + 2k+j + 1, j = l,...,n. (3.39)

Todd showed, that no states in a dynamic programming algorithm may be reduced due to an upper-bound test, and no two states dominates each other. So we have to enumerate all 2™I2 states in order to solve the problem. Martello and Toth [50] claimed that we can not expect to solve such problems of size larger than about n = 40.

Due to the exponentially growing coefficients the algorithm had to be slightly modified in order to represent the large numbers and to store the states, but basically the main technique was unchanged. Table IV shows, that it was possible to solve problems of size n = 50 in reasonable time, thus breaking through the limit by Martello and Toth. In the table is given the average computational time, gap T and maximum size of a set of states.

Since the Todd-type data instances are ultimately hard, we can use these tests for obtaining a worst-case guarantee: Any Knapsack Problem of size up to n = 50 may be solved by the presented algorithm. This is however a very pessimistic bound, as most instances encountered in practice are solved in seconds, even for n = 1000.

1. Parallel implementation

In the following we will sketch a parallel implementation of the hardknap algorithm.

1. The sorting according to nonincreasing efficiencies (3.2) may be done in 0(log2n) time on a hypercube with n processors, but the sorting will generally take only a minority of the computational effort for hard Knapsack Problems, so it is doubtly worth the effort to parallelize this part.
2. Algorithm 3.1 may be handled in parallel by letting each processor make one set multiplication by Algorithm 3.3. Using n processors we reach the optimal solution in log2 n multiplications.

If the number of processors m is smaller than n, each processor must take care of several multiplications. To obtain a balanced load we assign multiplication i, 1 < i < n to processor i modulo m, since sets around the break set XB given by (3.12) usually grow larger than sets close to the borders.

1. The reduction phase is harder to parallelize, since it demands some global informa­tion, which might not be available at each processor. We will therefore assume that the set weights Wi are homogeneous, implying that all break sets given by (3.16) and (3.19) will be close to the set containing the break item b. This is for instance the case when the weights are randomly distributed. In this case it is sufficient to only apply the break set XB containing the break item b and one neighboring set XBt closest to b for this reduction. If a reduction occasionally should demand access to another set, we simply choose the closest of the sets XB and XBr. The upper bound (3.38) is valid independently on the chosen break set XB.

Now the reduction phase may be parallelized by broadcasting the two sets XB and XBr to all processors, so that the lower bound in Algorithm 3.4 may be evaluated in parallel.

1. When all processors have found their lower bound г, the best bound is chosen and distributed to all processors.
2. The determination of max о and тахф as given by (3.29) is done locally since transmission of the values would take more time than a local evaluation. Finally the reduction Algorithm 3.5 is evaluated in parallel.
3. If optimality cannot be proved, the reduced sets are again divided among the pro­cessors, and we go back to step 2.

A further improvement, which is well suited for Todd-type data instances, is to do the multiplication by Algorithm 3.3 in parallel. If the smallest of the two multiplied sets has size m, we may use mj2 processors for merging the sets in totally log2m mergings. Binary tree-connected processors seems to be specially well suited for this purpose. If m is large, we may assign several mergings to each processor as sketched in step 2 above. This should not cause any balancing problems, since the necessary work in each merging will be of same magnitude.

The parallel implementation is interesting, since compared to the traditional paral­lelization (Kindervater and Lenstra [41]) we have incorporated bounding procedures to fathom inferior nodes, thus making the algorithm practicable for several types of data in­stances. Compared to parallel branch-and-bound algorithms, we obtain a more balanced search tree, and we apply dominance relations to fathom even more nodes.

1. Conclusion

It has been demonstrated how the simple enumeration algorithm by Bellman and Dreyfus [6] may be extended to derive tight upper and lower bounds, thus making it possible to fathom several inferior states. The hereby obtained hardknap algorithm has proved to be superior for solving hard Knapsack Problems, especially the so-called strongly correlated data instances.

Due to the time bound 0(2nC) we have been able to solve Todd-type problems of size n = 50, meaning that any problems up to this size may be solved by the current algorithm. The computational experiments however indicate that all commonly occurring data instances may be solved considerably faster than the worst-case complexity.

Finally we have sketched a parallel implementation of the algorithm, possibly allowing us to solve even harder problems.

CHAPTER 3. SOLVING HARD KNAPSACK PROBLEMS

Chapter 4

A Minimal Algorithm for the 0-1 Knapsack Problem

It is well known that several types of large sized 0-1 Knapsack Problems (KP) may be easily solved, but in such cases most of the computational effort is used for preprocessing, i.e. sorting and reduction. In order to avoid this problem it has been proposed to solve the so-called core of the problem: A Knapsack Problem defined on a small subset of the variables. But the exact core cannot be identified without solving KP, so till now approximated core sizes had to be used.

In this chapter we present an algorithm for KP which has the property that the enumerated core size is minimal, and that the computational effort for sorting and reduction also is limited according to a hierarchy. The algorithm is based on a dynamic programming approach, where the core size is extended by need, and the sorting and reduction is performed in a similar “lazy” way. As a consequence we are able to prove that the final core is the smallest symmetrical core which is solvable by enumerative core algorithms.

Computational experiments are presented for several commonly occurring types of data instances. Experience from these tests indicate that the presented approach outperforms any known algorithm for KP and that it has a very stable behavior. Keywords: Knapsack Problem; Dynamic Programming, Reduction.

Introduction

We will consider the 0-1 Knapsack Problem (KP), where n items have to be packed in a knapsack of capacity c. Each item j has an associated profit pj and weight Wj, and we wish to maximize the profit sum of the included items without having the weight sum to exceed c.

Many industrial problems can be formulated as Knapsack Problems: Cargo loading, cutting stock, project selection, and budget control to mention a few examples. Many combinatorial problems can be reduced to KP, and the problem arises also as a subproblem in several algorithms of integer linear programming. KP is WP-hard, but it can be solved in pseudo-polynomial time through dynamic programming [53].

In the middle of the 1970ies several good algorithms for KP were developed by

Horowitz and Sahni [33], Nauss [59], and Martello and Toth [46]. The starting point of each of these algorithms was to order the variables according to nonincreasing profit- to-weight (Pj/wj) ratio, which was the basis for solving the Linear KP. From this solution appropriate upper and lower bounds were derived, making it possible to apply some log­ical tests to fix several variables at their optimal value. Finally the KP in the remaining variables was solved by branch-and-bound techniques.

However computational experience showed that the preprocessing (i.e. sorting and problem reduction) usually constituted the lion’s share of the computational effort re­quired to solve KP. Balas and Zemel [4] avoided this problem by focusing on a small subset of the items — the so-called core — where there was a large probability for finding an optimal solution. The exact core consists of those variables whose profit-to-weight ratio falls between the maximum and minimum Pj/u)j ratio for which Xj in an optimal solution to KP has a different value from that in an optimal solution to the Linear KP. Since the determination of the exact core would require the solving of KP, Balas and Zemel [4] proposed to use an approximate core, which could be found through a parti­tioning technique of complexity 0(n). A complete sorting of the variables would require 0(nlogn). Martello and Toth [52] modified the partitioning algorithm to satisfy some given requirements on the core size. But still the expected core size was a pure guess. Although the exact core cannot be determined before KP is solved, Pisinger [75] observed that the core can be determined while KP is solved, by simply adding new items to the core by need. However Pisinger used a depth-first branch-and-bound algorithm for the solution of KP, which had the disadvantage that an unpromising branch sometimes was followed to completion — thus forcing a further extension of the core, although an optimal solution could be found within the current core.

In this chapter we avoid that disadvantage by using a breadth-first dynamic program­ming algorithm for the enumeration, as the core gradually is extended. When the process terminates due to some bounding tests, we are able to prove that the enumerated core actually is the smallest possible symmetrical core, which is enumeratively solvable. The presented algorithm differs from previous work in the following respect: A new recursion is presented for the dynamic programming which fully takes advantage of the fact, that optimal solutions are found around the fractional variable of an LP-solution. Stronger upper bounds are applied for reducing items not in the core, and a new improved 0(n) algorithm is used for deriving the initial core. The complete algorithm has pseudopolyno­mial time bound 0(nc), which implies that even very large strongly correlated instances may be solved in reasonable time.

The chapter is organized as follows: First, Section 4.1 brings some basic definitions and a sketch of the main algorithm, while Section 4.2 shows how an initial core may be derived through partial sorting. Next, Section 4.3 gives a description of the dynamic programming algorithm and describes how the core is expanded by need. The following two sections show how we use some logical tests to fix several variables at their optimal value, and Section 4.6 shows how the optimal solution vector is determined by backward reaching for the initial state. Finally Section 4.7 proves the minimality of the obtained core, and we end this paper by bringing some computational experience in Section 4.8.

A first version of this chapter was presented at the NOAS’93 Conference [66]. Similarresults as presented in this chapter have recently been obtained for the Multiple-choice Knapsack Problem and the Bounded Knapsack Problem [81,78].

1. Definitions and main algorithm

The 0-1 Knapsack Problem may be defined as the following maximization problem

П

maximize z = ^2 pjXj

*3=1*

П

subject to YwjXi < c (4.1)

*3=1*

**X3 e {M},** j = l,...,n,

where all coefficients are positive integers. Without loss of generality we may assume that Wj < c for j = 1,..., n so each item fits into the knapsack, and that Wj > c to ensure a nontrivial problem. If we relax the integrality constraint Xj e {0,1} in (4.1) to the linear constraint 0 < Xj < 1, we obtain the Linear Knapsack Problem (LKP), which may be solved by ordering the items according to nonincreasing e&ciencies 6j = Pj/wj and letting the break item b be defined by
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b = min

Dantzig [13] showed that an optimal solution to LKP is given by xj = 1 for j = 1,..., 6 — 1 and xj = 0 for j = b — \..... n while хь takes on the fractional value

*Xb*

c - ЕЦ uh

*Щ*

(4.3)

The corresponding pure integer solution x' = {x^ • • •, is known as the break solution and the variables are given by xb = 1 for j = 1,...,b — 1 and xb = 0 for j = b,... ,n.

Balas and Zemel [4] observed that an optimal solution x\* to KP generally corresponds to the break solution x' except some few variables who have been changed. Figure 4.1 illustrates this property by measuring how often a variable is set to x\* = 0 for j < b and x\* = 1 for j > b in the optimal solution x\* to KP. The figure is a result of solving 1000 randomly generated data instances of size n = 1000, with the capacity c chosen such that b = 500 for all instances. The figure shows that the frequency decreases steeply with f s distance from b. In average only 3.4 variables differ from the break solution per data instance.

This observation motivates considering only a small amount of the items around b in the solution process. A core is simply an interval [s,t], s < b < t of variables satisfying the ordering

***e,*** > e**,.,,** j = s,...,t- **1,**

ej>ea, j = l,...,s-l, (4.4)

(, < et, j = t + l,...,n.

As long as we only consider variables in the core, this ordering is just as satisfying as a complete ordering of the items. Starting with [s, t} = [b, b} we will enumerate all partial vectors in the core and alternately expand the core to the left and to the right. The set of partial vectors at any step is given by

Xs,t= { : x8,...,xt G {0,1} } , (4.5)

but we will use some dominance and upper bound tests to fathom unpromising branches. The enumeration of the core has time complexity 0(2г~~а+1), so any effort possible should be used to avoid inclusion of new variables to the core. We have chosen to use an upper bound test for this purpose, fathoming a variable if the corresponding upper bound does not exceed the current lower bound г. A strong upper bound й is used for this test (Pisinger [68]), and since all coefficients are integers, we may fathom the variable if й is less than z + 1.

The sorting of the variables according to nonincreasing efficiencies is much less com­plex, having an average execution time of 0{n\ogn). Still, quite a lot of computational effort may be saved by using an upper bound test with a cheaply evaluated bound, to fathom unpromising variables before the sorting. For this purpose we have chosen the bound by Dembo and Hammer [14] which can be evaluated in constant time, giving the reduction algorithm a complexity of 0(n). This bound will be denoted the weak upper bound.

Since all these reductions are done by need, we use the following intervals to denote enumerated, sorted and reduced intervals (cf. Figure 4.2):

• [s11, t") is the interval of variables which have been tested by an upper bound test to decide whether a change in the corresponding solution variable Xj may lead to an improved solution.

fathomed sorted enumerated sorted fathomed

n

1 1 1 1 1 1
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Figure 4.1: Frequency of items j where the optimal solution x\* differ from the break solution x'y Average of 1000 instances.

Figure 4.2: The intervals [s,f], [s',f] and [sw,fw].

4.1. DEFINITIONS AND MAIN ALGORITHM

• [s', t[[2]](#footnote-2)} is the subset of variables in [s11, t"] which have weak upper bound larger than the current lower bound г. The variables in are ordered according to nonin­
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creasing efficiencies.

• [s,t] determines the core, i.e. variables which have been enumerated to X8tt.

We have [s,f] C [s', £'] C and note that the intervals [sw, s1 — 1] and [t1 + 1 , f"]

contains fathomed variables. With these definitions we may sketch the main algorithm as:

minknap(n, c, p, w, x)

Find break item b through partial sorting.

Set [s,t\ := [ib,b]; [S',f] := [ib,b]; [/,f] := [b,b].

Let the lower bound be г := 0 and set XSft := {(0), (1)}. Reduce the set XSft. while (Xgj ф 0) do Set s := s — 1.

if u(s) >2 + 1 then , := Xs+ltt — s fi Reduce the set XSft.

Set t := t + 1.

if tl(t) >2 + 1 then X8j := X8j i — t fi Reduce the set XSft. elihw

Define the solution vector through repeated backtracking.

The first step of the minknap algorithm is to find the break item b through partial sorting, which also returns some intervals H = {Яь ..., Hh} and L = {Lb ..., Lt} of partially ordered variables, where variables in Hj have higher efficiency than еь while variables in Lj have lower efficiency. This algorithm will be explained further in Section 4.2. After some initializations, we repeatedly include a new variable s or t to the core, thus obtaining a larger set XSft = X,+lit + s or XSft = Xs^i +1. This dynamic programming recursion will be described in Section 4.3. After each inclusion of a new variable in X8tt we use some upper bound tests, to fathom unpromising states Xj e XSft. The upper bounds involved are obtained through linear relaxations of variables s and t, and since these variables may fall outside the sorted set [s',t'], we will expand the core in such cases. This will be explained in the second part of Section 4.3. We use the strong upper bound test, to determine whether a new variable s or t should be added to the core. The strong upper bound й is described in Section 4.5, where we also give a thumb-rule for when it is worth evaluating the bound. Finally the solution vector x\* is defined: Since millions of states are considered in the dynamic programming, we cannot store all of these, and thus need a more compact way of representing the solution vector, as discussed in Section 4.6.

1. A partitioning algorithm for finding the break item

Balas and Zemel [4] showed that the break item b may be found in 0(n) time through a partitioning algorithm, and Martello and Toth [53] improved this algorithm for finding an approximate core of certain size. However both of the algorithms only divides the items in three intervals satisfying (4.4) where we for our purpose are interested in a more detailed partial ordering. Thus we apply the technique presented in Pisinger [75]:

A complete sorting of the variables according to nonincreasing efficiencies ej may be done in O(nlogn) by a sorting algorithm like QUICKSORT [32]. The QUICKSORT algorithm repeatedly picks a middle value Л from the interval / = [/,/], and partition the interval in two parts [/, i — 1] and [г, /], so that

ej > A, je[f,i- 1], (4.6)

ei< A, j e M- (4.7)

Initially [/, /] is chosen as [1, n], and the interval is then repeatedly partitioned in smaller parts, till a complete sorting has been achieved. Since we only need the partial ordering (4.4) for an initial core [s,t] = [6,6], several of these iterations may be discarded. Any interval [/, i — 1] in (4.6) with Y?j~=i Wj < c may be discarded since 6 cannot be in the interval. Similarly an interval [г, /] in (4.7) may be discarded if Wj > c. The discarded intervals represent a partial ordering of [1, n], and thus we add the end points to two lists H = {Hi,..., Hh} and L = {Li,..., Li}. Upon termination these intervals are ordered as indicated in Figure 4.3, and we have

Vi G Hk Vj e Hk+1 : e% > е5, к = 1,..., h - 1, (4.8)

Vi G Lk Vj e Lk+i : 6i > 6j, к = *l,...,* I - 1. (4.9)

If A in each iteration is chosen as the exact median of the values in [/, l], then the break item 6 may be found in 0(n) time. However better average performance is obtained, by choosing A as the median of some of the values in [/,/]. In the minknap algorithm we

choose A as the exact median of л/i — / randomly chosen items in [/, l] for large intervals

(l — f > 100) while A for small intervals is chosen as the median of three elements. This technique saves up to 30% of the computing time compared to [75].

Notice that if the discarded intervals in H and L need to be sorted completely later in the algorithm, then we still have not used any more computational effort, than by performing a complete sorting from the beginning. 1

1. A dynamic programming algorithm

A traditional dynamic programming algorithm, as presented by Bellman [5] builds the optimal solution from scratch by repeatedly adding a new item to the problem. A more efficient recursion should however take into account, that generally only a few items around b need to be changed from their LP-optimal values in order to obtain the IP-optimal values. Thus assume that the items at any stage of the process satisfy the ordering (4.4), and let fs,t(c), (s < b, t > b — 1, 0 < c < 2c) be an optimal solution to the core problem:

/Sit(c) = max <

' Ej=\Pi + 'E‘tj=sPjXj ■ *EjZl Wj* + E|=s *WjXj < c,*

.

(4.10)

Xj e {0,1} for j = s,..., t

We may use the following recursion for the enumeration

setting

/s,t(c) = max <

fs,t—1 (2)

*f8,t-i(c-wt)+pt*

*fs+l,t(c)*

Л+м(с + *w8) - Ps*

if *t > b*

if *t > b, c — wt >* 0 if *s < b*

if *s* < 6, *c + w8 < 2c*

(4.11)

fb,b-i(c) = -OO for c = 0,..., w - 1, fb,b-1 (c) = p for c = w,..., 2c,

(4.12)

where p = E|=i Pj and w = Ej=! Wj are the profit and weight sums of the break solution. Thus the enumeration starts at (s, t) = (6, b — 1) and continues by either removing an item s from the knapsack, or inserting an item t in the knapsack. An optimal solution to KP is found as /i,n(c). Since generally far less states than 2c need to be considered at each stage, we have modified the algorithm for dynamic programming by reaching, obtaining a time bound 0(2г~~а+1) for enumerating a core [s,f], in combination with the pseudopolynomial time bound 0(c(t — s + 1)).

The set of all partial vectors in the core [s,t] is given by (4.5), but we will represent each undominated partial vector x\* e XSft by a state (тгг?\*) where тт\* = and

the vector гц is a (not necessarily complete) representation of the binary vector щ. The set Xsj = {(щ, , (тгт, is kept ordered according to increasing profit

and weight sums (тгj < wi+1 and щ < (j,i+1) in order to easily fathom dominated states. An iterative version of the dynamic programming algorithm is described in Pisinger [67], where it is shown that the recursion basically consists of merging two sets X and X + £, where X + i is the set X with item i added or subtracted to/from all states.

Recursion (4.11) allows us to generate all undominated states in XSit, but we will delete unpromising states after each iteration as sketched in algorithm minknap. Unpromising states have an upper bound less than z + 1, where г is the current lower bound. For a state i given by (щ, we use the upper bound

*u(i)*

*r*

щ(г)

*<*

ч «2 00

Щ+1

*(c~Pi)Ps-*

*W8-l*

1

(4.13)

if pi > c,

which has been obtained by relaxing the integrality constraints on xs-\ and xt+i to x8^i > 0 and xt+i > 0. Since s —1 or f+1 may fall outside the current reduced and sorted interval we have to extend the core in such cases. This is done the following way:

* If s—1 < sf and all intervals H have been reduced, then the core cannot be expanded further to the left, thus we choose ps\_x = oo and w8^i = 1 for the bound (4.13). Similarly if t + 1 > t' and all intervals L have been reduced we choose pt+i = 0 and wt+1 = 1. In both cases the bounds will ensure that states which cannot be improved further are fathomed.
* Otherwise choose an appropriate interval H^ or Li, and reduce the concerned vari­ables through a (weak) upper bound test. This test will be described in the next section.
* If all variables in Hh or Lt have been fathomed through the upper bound test, we can choose any variable from the concerned interval as s — 1 resp. t + 1 in the reduction (4.13). Otherwise the remaining variables are ordered according to nonincreasing efficiencies and added to the set of sorted variables [s', t1]. Equation (4.13) may then be used directly.

The bound (4.13) may also be used for deriving a global upper bound on KP. Since any optimal solution must follow a branch in XSit, the global upper bound corresponds to the upper bound of the most feasible branch in XSj. Therefore a global upper bound on KP is given by

иКР = maxti(i). (4.14)

Since the efficiency of item t + 1 will be decreasing during the solution process, and the efficiency of s — 1 will be increasing, иКР will become more and more tight as the core gradually is extended. For (s, t) = (1, n) we get uKP = z for the optimal solution г.

1. Weak reduction

Assume that the solution vector x corresponding to the current lower bound г has been

*Xi*

|  |  |  |
| --- | --- | --- |
| Xj = | : 0, j < | b (resp. |
| . Xj = | 0 (resp. | Xj = 1) |
| (resp. | 0). Thus let | |
| ,Xj = | 0 (resp. | Xj = 1). |
| -1, |  | (4.15) |

will never lead to an improved solution, and can thus fix Xj at 1 (resp. 0). Thus let и° (resp. и)) be an upper bound on KP with the addition?

Using the bounds by Dembo and Hammer [14] we get

*u°* = *p-Pj* + il+ZHili

*Щ*

*(r - Wj) pb*

wb ’

*Uj = p + Pj +*

where p is the profit sum Pi an(l r is the residual capacity c — Щ- The Dembo and Hammer bound is not so tight, but it only demands the partial ordering (4.4) andit can be evaluated in constant time, thus the reduction has complexity 0(n) which is lower than the complexity of a sorting of the items. Since the reduction is performed dynamically throughout the solution process, and not like in traditional algorithms as a part of the preprocessing, we may expect that a better lower bound is found during the enumeration, thus somehow compensating for the weakness.

For a given interval [/, /] from Hh or Ц we test whether u® < z + 1 (resp. Uj < z + 1) for each item j. Is this the case, we swap item j past the end of and extend the

interval correspondingly. Otherwise item j is swapped to a position past the end of [s', t1]. Finally the the extended set [s', s — 1] or [t + 1, t1] is sorted.

1. Strong upper bound

Since the addition of a new item £ to the core is computationally very expensive, a strong upper bound test should be used for checking whether the inclusion seems promising. The ultimate check is to determine whether any states in X + £ will pass the reduction (4.13). For each possible fathoming test (4.13), this is the strongest possible upper bound for reducing item £, since if the inclusion of £ to the core implies that a new promising branch is introduced to XSft, clearly we cannot ommit £.

A state i in X + £ is the sum (щ + p, щ + w, Vi U {£}) of the corresponding state i in X and the variable £ (added or subtracted), so an upper bound for the state is

Щ 00 = {щ + p) + ——*^ Pt+1* if f-ii + w <c,

*u(i)*

< (4.16)

ч щ{г) = (щ +p) + ——^ fii + w > c, where we simply have used (4.13) for the set *X* + *£.* An upper bound for the inclusion of variable *£* into the core is thus given by

tin = maxtt(i). (4-17)

iex

This bound may be recognized as the тг-bound presented in Pisinger [68], which again is a generalization of the enumerative bound presented in Martello and Toth [53]. Note that the functions щ and u2 may be written

Щ 00 = щ(г)

*wpt+i Щ+i* ’

*WPs-l*

VJs-1 ’

+ p

(4.18)

«2 00 = % 00

+ p

where щ{1) and u2(i) are the upper bounds of state iGlas given by (4.13).

Proposition 4.1 The bound щ exceeds the lower bound г if and only if a state in X + £ will pass the reduction (4.13).

Proof Assume that щ = a with a > z + 1. Since v,i is the maximum of bounds (4.16), choose the state iel which satisfies u(i) = a. The state j Gl + I, which is obtainedby adding variable £ to i, will also have upper bound a > z + 1, meaning that it passes the fathoming test (4.13).

Contrary, if a state j in X + £ passes the fathoming test (4.13), its upper bound must exceed г, thus forcing the bound щ to exceed г. □

Unfortunately the complexity of determining щ is 0(m), where m is the number of states in Xsj, meaning that the computational effort for deriving the strong upper bound corresponds to the computational effort of including variable £ to the core. Therefore we will only evaluate the bound if there is a good chance of fathoming the concerned variable.

Note that (ft, w) corresponds to (pt+i, Щ+1) or (— ps~i, —ws~i) since we are testing the inclusion of variable t + 1 or s — 1. So in the first case we have щ(1) = щ(1) and in the second «г(г) = и2(\*)> which may be verified by inserting ft, w in (4.18). Since Ui(i) > z + 1 and и2(\*) > - — 1 due to the fathoming test(4.13), the bound щ can only be less than г + 1 if the sets {i e XSft : щ + wt+\ < c}, respectively {i e XSft : щ — ws~i > c} are empty. We have shown the following proposition:

Proposition 4.2 If £ = t + 1 and < c — wt+i then щ > z + 1. If £ = s — 1 and Pm, > c + w8^i then v,i > z + 1.

Computational experience show, that if the criteria in Proposition 4.2 do not hold, then йе < z + 1 in more than 70% of the cases. Therefore the evaluation of щ in such cases is worth the effort, since we generally may fathom the concerned variable.

1. Finding the solution vector

According to Bellmans [5] classical description of dynamic programming, the optimal solution vector x\* may be found by backtracking through the sets of states. But this technique means that all sets of states should be saved during the solution process. In the computational experience it is demonstrated that the number of states may be over 2.5 millions in each iteration of (4.11). With n = 100 000 as a measure for the number of iterations, we would need to store billions of states, so another strategy had to be chosen. A promising approach seems to be, that only the last a changes in the solution vector are saved in the state variable v. In our implementation we chose a = 32.

Assume that v consists of a indices of the items, that were added or subtracted to the corresponding state in recursion (4.11). Whenever we find an improved solution in Xsj, the best state (ji, w, v) is saved. When the algorithm terminates, all variables are set to the break solution Xj = 1 for j = 1,..., b — 1 and Xj = 0 for j = b,... ,n. Then we make the changes registered in v:

Xj = 1 — Xj for j e v,

**tt'= 7T+ Y, Pi-** E **PA**

(4.19)

j£v, j<b j£v, j>b

(ft = fj,+ ***y*** wj — **E** wr

j£v, j<b j£v, j>b

If the backtracked profit and weight sums тг', ц! correspond to the profit and weight sums p, w of the break solution, we know that the obtained vector is correct. Otherwise we solve a new KP, this time with capacity c = //, lower bound z = iг' — 1, and global upper bound и = тг'. The process is repeated until the solution vector x is completely defined.

This technique has proved very efficient, since generally only a few iterations are needed. A maximum of 16 iterations has been observed for large strongly correlated data instances, but otherwise one or two iterations suffice. In the worst case 12% of the solution time was used for reconstructing the solution vector. Compared to saving all states on an external device (which is hundreds of times slower than the main memory) it is considerably more efficient to re-evaluate the states.

1. Minimality

We end this presentation by showing some minimality properties of the minknap algo­rithm. For the following discussion assume that an ordering of the items has been chosen, such that ties are broken in a uniform way. Thus we have

ei > e2 > ... > en. (4.20)

Among all current algorithms that solve some kind of core problem, the algorithm by Martello and Toth [52] is the most efficient. It may be sketched as follows:

Enumerative core algorithm

1. Given a core [s,f], satisfying the ordering (4.4).
2. Solve the core problem through enumeration, obtaining a lower bound г.
3. Let uKP be an upper bound on the states XSit given by (4.14).
4. If uKp < г then stop.
5. Reduce the items, by using upper bound tests to fix variables at their optimal values.
6. If all the items were reduced then stop.
7. Sort remaining items, and solve the problem through enumeration.

The algorithm by Balas and Zemel [4] is weaker than the above algorithm, as it does not enumerate the core completely in Step 2, and since it is missing the termination rule in Step 4. Also the algorithm by Pisinger [75] is weaker, as there is no way of limiting the enumeration to an interval [s,f]. Finally the algorithm by Fayard and Plateau [24] is weaker than the above framework, as it only use the break item b for deriving upper and lower bounds, thus it may be seen as an algorithm enumerating a core C = [b, b}.

We will denote algorithms following the above framework by enumerative core algo­rithms, and thus we say that a core problem [s, t] is enumeratively solvable if an enumer­ative core algorithm will stop before the last exhaustive search is performed in Step 7.

Definition 4.1 A core C = [s, t] is minimal, if it is the smallest interval of items, satisfy­ing the ordering (4.4), such that the corresponding core problem is enumeratively solvable. Thus

Cmin = min | t — s + 1 : The core [s, t] is enumeratively solvable|. (4-21)

Proposition 4.3 The minknap algorithm enumerates at most the smallest symmetrical core [s, t] which is enumeratively solvable.

Proof The core is symmetrical since the minknap algorithm always extends the core in a symmetrical way. Assume that [s, t] is the smallest symmetrical core which is enumer­atively solvable, meaning that an enumerative core algorithm will terminate in Step 4 or 6. We want to prove that minknap also will terminate when reaching C = [s,f]. Notice that for C = [s, t], the minknap algorithm will hold the same lower bound г as derived in Step 2 of an enumerative core algorithm.

If the enumerative core algorithm terminates in Step 4, then

uKP = max u(i) < г. (4.22)

But this means that when the minknap algorithm reaches the core [s, t] then all states i e Xs,t will be fathomed due to the reduction rule (4.13). Thus algorithm minknap will terminate immediately after reaching this core.

If the enumerative core algorithm terminates in Step 6, then the reduction phase in Step 5 fathomed all items, meaning that

u® < z + 1 for j = 1,..., s — 1, uj < z + 1 for j = t + 1,..., n,

(4.23)

where Martello and Toth use the so-called Martello-Toth upper bound for this reduction [46]. But the strong upper bound Uj given by (4.17) hold the Martello-Toth upper bound as a special case with X8tt = Хь,ь, thus Uj < Uj for j = 1,..., s — 1 and Uj < uj for j = t + 1,..., n. This implies that all items j = 1,..., s — 1 and j = t + 1,..., n will be fathomed by the strong upper bound, meaning that the minknap algorithm will not enumerate any items outsides [s,f].

Note that when we derive the Martello-Toth upper bound for item j then b is given as the break item for (4.1) with additional constraint Xj = 0 resp. Xj = 1. But for any value of b e [s,f], still Uj is tighter than the Martello-Toth upper bound. □

Actually the minknap algorithm generally enumerates fewer items than those in the smallest symmetrical core which is enumeratively solvable, as some of the items in [s, f] may be fathomed by the strong reduction during the solution process. In addition we notice, that there is no obvious better choice of a core than a symmetrical one, since knowing in which direction we should focus the search demands some knowledge on the optimal solution vector, which we obviously do not have.

On the other hand, we have applied the fact that a unique ordering (4.20) has been chosen. Thus in general Proposition 4.3 only holds when we look apart from permutations of items with same efficiency. This is of minor significance for problems with no correlation between the profits and weights, as most items will have distinct efficiencies, but for the so-called Subset-sum Problems where pj = Wj, Proposition 4.3 is closely related to the chosen ordering.

Finally we notice that if an enumerative core algorithm is extended with tighter bounds, as recently has been done in Martello and Toth [55], these may simply be incor­porated in the minknap algorithm, such that a minimal core still may be obtained.

The sorting and reduction effort is also limited in algorithm minknap, as we only do these operations by need. Actually we have established a hierarchy between the individ­ual operations according to the involved complexity:

1. Highest priority is given to a minimal core size, as enumerating the core demands 0(2t“s+1) operations.
2. Applying the strong upper bound has second priority, as determining й has com­plexity 0{m).
3. The sorting has complexity 0(nlogn) thus this part has third priority.
4. Reducing the items with the Dembo-and-Hammer bound may be done in linear time, thus this part has lowest priority.

For each of the above operations, we make least possible effort, as the operations only are performed when it cannot be avoided, and the individual operations are performed such that an item only is considered at level к when it passed all lower levels of the hierarchy.

* 1. Computational experience

The presented algorithm has been implemented in ANSI-C, and a complete listing is available from the author on request. The following results have been achieved on a HP9000/730 computer using the standard HP-UX C compiler with option -O (optimiza­tion).

We will consider how the algorithm behaves for different problem sizes, instance types, and data ranges. Four types of randomly generated data instances are considered as sketched below. Each type will be tested with data range R = 100,1000 and 10 000 for different problem sizes n. The capacity c is always chosen as half of the total weight sum c = | For each instance, we choose Wj randomly in [1,-R], while pj is

chosen according to the specific instance type. Uncorrelated data instances are generated by chosing pj randomly in [1, R\. Weakly correlated data instances choose pj randomly distributed in [wj — Д/10, Wj + Д/10] such that pj > 1. Strongly correlated data instances have pj = Wj + 10, and finally Subset-sum data instances have pj = Wj.

For each instance type, size and range, we construct and solve 50 different data in­stances. The presented results are average values or extreme values. If a problem was not solved within 24 hours, this is indicated by a “—” in the tables. We will compare the computing times of minknap to the mt2 algorithm by Martello and Toth [52]. The code for mt2 was obtained from [53], in which mt2 also is compared to several algorithms for KP, showing that mt2 outperforms any of these. The mt2 code was compiled using the standard HP-UX Fortran compiler with option -O (optimization).

Table I: Final core size (number of items). Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | Subset sum 100 1000 10000 | | |
| 100 | 7 | 8 | 9 | 8 | 14 | 15 | 35 | 41 | 47 | 8 | 11 | 15 |
| 300 | 8 | 11 | 13 | 8 | 17 | 20 | 132 | 140 | 112 | 8 | 11 | 15 |
| 1000 | 7 | 16 | 17 | 8 | 16 | 25 | 428 | 384 | 386 | 7 | 11 | 15 |
| 3000 | 7 | 17 | 21 | 7 | 14 | 29 | 1105 | 1120 | 1270 | 8 | 12 | 14 |
| 10000 | 10 | 15 | 27 | 8 | 12 | 30 | 4119 | 3662 | 4003 | 8 | 12 | 15 |
| 30000 | 23 | 11 | 29 | 7 | 13 | 26 | 11938 | 12768 | 11738 | 7 | 11 | 15 |
| 100000 | 34 | 12 | 27 | 8 | 13 | 18 | 37144 | 43420 | 39649 | 7 | 11 | 15 |

Table II: Exact core size (number of items). Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10 000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 4 | 4 | 4 | 6 | 9 | 10 | 9 | 12 | 13 | 6 | 9 | 13 |
| 300 | 5 | 7 | 8 | 6 | 12 | 16 | 19 | 20 | 19 | 6 | 9 | 12 |
| 1000 | 5 | 10 | 11 | 6 | 12 | 18 | 36 | 33 | 33 | 6 | 9 | 13 |
| 3000 | 5 | 11 | 12 | 5 | 10 | 19 | 54 | 56 | 64 | 5 | 10 | 12 |
| 10000 | 8 | 11 | 17 | 6 | 10 | 20 | 106 | 105 | 113 | 6 | 9 | 12 |
| 30000 | 16 | 9 | 18 | 5 | 11 | 18 | 178 | 192 | 189 | 5 | 9 | 12 |
| 100000 | 25 | 10 | 17 | 6 | 10 | 14 | 462 | 365 | 359 | 5 | 9 | 12 |

First Table I shows the average core size for solving KP to optimality. The core size is measured as the number of items in Xsj, i.e. (f — s + 1) minus the variables fathomed by the strong upper bound test. For uncorrelated, weakly correlated and subset-sum data instances, the core size is very small, showing slight tendencies to grow with the data range. For strongly correlated data instances, the core size is large, since about half of the items must be considered in order to solve the problem.

These results should be compared to the exact core sizes given in Table II. Balas and Zemel [4] defined the exact core as the variables between first and last variable x\* in the optimal solution which differ from the break solution x'j. It is seen, that for uncorrelated, weakly correlated and subset-sum problems, our minimal core is of same magnitude as the exact core size. However for strongly correlated instances, the exact core size is generally small, but we need to enumerate considerably more items in order to prove optimality with an enumerative core algorithm. Thus although we somehow knew the exact core in advance, we would not be able to prove optimality by current techniques.

Next Table III shows the average percentage of items, which need to be tested by the weak upper bound in order to solve KP. The presented numbers are determined as (t" — s" + l)/n. We observe the interesting property, that large-sized uncorrelated, weakly correlated and subset-sum data instances generally can be solved without testing more than a few percent of the items for small data ranges R = 100 and R = 1000. On the other hand strongly correlated data instances, and all small-sized data instances need a complete testing of the variables.

Table IV gives the maximum number of states obtained in the solution process. For uncorrelated, weakly correlated and subset-sum data instances, less than 65 000 states are

4.8. COMPUTATIONAL EXPERIENCE

Table III: Percentage of all items which have been tested by the weak upper bound.

Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 79 | 93 | 96 | 55 | 100 | 99 | 79 | 94 | 93 | 50 | 58 | 66 |
| 300 | 65 | 96 | 97 | 20 | 96 | 99 | 88 | 97 | 86 | 27 | 44 | 51 |
| 1000 | 12 | 88 | 95 | 5 | 68 | 98 | 94 | 85 | 92 | 20 | 33 | 28 |
| 3000 | 5 | 74 | 96 | 2 | 22 | 94 | 78 | 81 | 95 | 11 | 16 | 20 |
| 10000 | 2 | 31 | 90 | 0 | 8 | 78 | 93 | 83 | 86 | 4 | 3 | 14 |
| 30000 | 2 | 7 | 85 | 1 | 2 | 38 | 87 | 85 | 86 | 10 | 5 | 7 |
| 100000 | 0 | 1 | 54 | 0 | 0 | 12 | 89 | 91 | 90 | 0 | 1 | 5 |

generated, indicating that the dynamic programming algorithm without complications may be applied on most computers. Strongly correlated data instances may involve more than 2.5 million states, which in our implementation takes up about 30Mb RAM. The pseudopolynomial time bound of recursion (4.11) means that up to 2c states should be saved at each stage, but as we use dynamic programming by reaching, this space bound is too pessimistic. Large sized strongly correlated instances actually consider far less than 1% of the 2c states.

Finally Table V shows the average computing time for each of the considered data instances. It is seen, that easy data instances may be solved in a fraction of a second even if the number of variables is 100 000. Strongly correlated data instances demand consider­ably more computational effort, but are still solved within one hour of computation time on average.

This should be compared to the computing times for mt2 given in Table VI. It is seen, that mt2 is not able to solve strongly correlated data instances of large size, and moreover the algorithm has some anomalous occurrences for large uncorrelated and weakly correlated data instances. In these situations some instances could not be solved within 24 hours of computational time. A further study of this behavior is considered in [70]. Additional computational experiments with the minknap algorithm may be found in Appendix A.

Table IV: Largest set of states in dynamic programming (in thousands). Maximum of 50

instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 8 | 78 | 0 | 6 | 63 |
| 300 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 14 | 148 | 1 | 5 | 53 |
| 1000 | 0 | 1 | 1 | 1 | 2 | 3 | 3 | 25 | 287 | 0 | 5 | 55 |
| 3000 | 0 | 1 | 1 | 0 | 4 | 7 | 4 | 45 | 425 | 0 | 5 | 60 |
| 10000 | 0 | 3 | 6 | 1 | 5 | 12 | 8 | 74 | 764 | 0 | 6 | 52 |
| 30000 | 2 | 4 | 9 | 0 | 11 | 32 | 15 | 130 | 1407 | 0 | 6 | 55 |
| 100000 | 4 | 4 | 19 | 0 | 27 | 65 | 37 | 250 | 2547 | 0 | 5 | 48 |

Table V: Total computing time in seconds (minknap). Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 | 0.44 | 0.00 | 0.00 | 0.06 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.18 | 1.63 | 0.00 | 0.01 | 0.06 |
| 1000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.09 | 0.63 | 7.62 | 0.00 | 0.01 | 0.06 |
| 3000 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.03 | 0.24 | 2.30 | 42.89 | 0.00 | 0.01 | 0.06 |
| 10000 | 0.01 | 0.01 | 0.03 | 0.01 | 0.01 | 0.05 | 1.25 | 10.41 | 163.15 | 0.01 | 0.02 | 0.07 |
| 30000 | 0.03 | 0.03 | 0.07 | 0.03 | 0.03 | 0.08 | 3.19 | 43.28 | 496.47 | 0.05 | 0.04 | 0.10 |
| 100000 | 0.12 | 0.10 | 0.17 | 0.10 | 0.12 | 0.16 | 14.02 | 178.45 | 2208.10 | 0.11 | 0.12 | 0.20 |

Table VI: Total computing time in seconds (mt2). Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 2.78 | 2.68 | 21.16 | 0.00 | 0.00 | 0.01 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | — | — | — | 0.00 | 0.00 | 0.02 |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.02 | — | — | — | 0.00 | 0.00 | 0.02 |
| 3000 | 0.00 | 0.01 | 0.02 | 0.00 | 0.01 | 0.07 | — | — | — | 0.00 | 0.00 | 0.02 |
| 10000 | 0.02 | 0.03 | 0.07 | 0.02 | 0.04 | 0.16 | — | — | — | 0.01 | 0.01 | 0.03 |
| 30000 | 2.47 | 0.07 | 0.20 | 0.05 | 0.61 | 0.26 | — | — | — | 0.03 | 0.03 | 0.05 |
| 100000 | — | 0.28 | 0.56 | 0.25 | — | 0.56 | — | — | — | 0.12 | 0.12 | 0.15 |

* 1. Conclusions

We have presented a complete algorithm for the exact solution of the 0-1 Knapsack Prob­lem. The complexity of the presented minknap algorithm is

0(n + min{ 2t“s+1, c(t — s + 1) }), (4.24)

which for small core sizes \C\ = t — s + 1 results in linear solution times, while difficult problems, demanding a complete enumeration, are pseudopolynomially bounded. This time bound is strengthened by the fact, that the algorithm solves KP with a minimal symmetrical core, thus as the computational experiments demonstrate, several frequently occurring instances are actually solved in linear time. The pseudopolynomial time bound on the other hand implies that even strongly correlated instances may be solved in rea­sonable time.

It is interesting to compare the obtained results to previous work: Balas and Zemel [4] defined the core as the interval of sorted variables between first and last variable x\* which differ from the break solution x'j. Even if such a core could be obtained a priori it would not guarantee that optimality could be proved by any upper bound, so this approach seems inadequate. Martello and Toth [52] on the other hand chose a larger interval of variables around b for the core, namely n variables if n < 100, and л/п variables if n > 100. In Martello and Toth [53] this core size is for unknown reasons changed to the double size. The presented minimal core sizes in Table I show that far smaller core sizes may be applied for uncorrelated and weakly correlated data instances, while strongly correlated data instances demand larger core sizes. It should be emphasized, that the here stated minimality of the core only holds for enumerative core algorithms. Completely different

approaches may show better results, and even similar types of algorithms may perform better if other upper bounds are applied.

Apart from showing some minimal properties, we have derived a very efficient algo­rithm for the solution of KP. For uncorrelated, weakly correlated and subset-sum data instances it performs better and more stable than the so far best algorithm mt2. For strongly correlated data instances no algorithm has ever been able to solve instances of this size.

Appendix A: Additional computational results

In this section we bring the results of some additional computational experiments with the minknap algorithm.

First, Table VII brings the number of iterations, which are needed to define the com­plete solution vector as described in Section 4.6. For all instances except the strongly correlated, slightly more than one iteration is needed on the average, meaning that the compact representation of the solution vector generally is sufficient. Only in a few cases, an additional iteration is needed, meaning that there is only a small overhead for this part of the algorithm. For strongly correlated instances, however up to a dozen iterations are needed, but still a negligible part of the solution time is used for finding the solution vector.

Table VIII shows the gap Г between the LP-optimal and the integer-optimal solu­tion. According to Balas and Zemel [4], the hardness of a Knapsack Problem depends on the correlation of the data and the gap Г. This explains that instances with coefficients generated in a large range R, generally are harder to solve than the same instances with coefficients generated in a small range, as the gap grows with increasing data range. For strongly correlated instances, Г is on the average constant around five. The increasing computational time for larger data ranges should merely be sought in the pseudopolyno­mial solution time of minknap: Each time R is increased by a factor, the capacity c and thus the time-bound 0(nc) are increased by the same amount.

Finally Table IX shows the standard deviation of the computational times. Apart from the strongly correlated instances — which apparently have a very large variation in

Table VII: Number of iterations used for obtaining the solution vector. Average of 50

instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 300 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
| 1000 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.6 | 1.6 | 1.5 | 1.0 | 1.0 | 1.0 |
| 3000 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.2 | 2.3 | 2.3 | 2.5 | 1.0 | 1.0 | 1.0 |
| 10000 | 1.0 | 1.0 | 1.1 | 1.0 | 1.0 | 1.3 | 3.8 | 3.9 | 4.1 | 1.0 | 1.0 | 1.0 |
| 30000 | 1.2 | 1.0 | 1.0 | 1.0 | 1.0 | 1.1 | 4.7 | 6.6 | 6.5 | 1.0 | 1.0 | 1.0 |
| 100000 | 1.4 | 1.0 | 1.1 | 1.0 | 1.0 | 1.0 | 5.0 | 11.7 | 11.9 | 1.0 | 1.0 | 1.0 |

Table VIII: Gap Г between LP-optimal solution and integer-optimal solution. Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10 000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 3.6 | 40.6 | 448.1 | 0.9 | 16.5 | 153.8 | 3.9 | 4.5 | 5.6 | 0.0 | 0.0 | 0.0 |
| 300 | 1.7 | 22.0 | 239.5 | 0.1 | 6.0 | 72.8 | 4.6 | 5.0 | 4.0 | 0.0 | 0.0 | 0.0 |
| 1000 | 0.3 | 8.6 | 88.9 | 0.0 | 1.8 | 27.5 | 4.9 | 4.2 | 4.1 | 0.0 | 0.0 | 0.0 |
| 3000 | 0.1 | 3.0 | 38.1 | 0.0 | 0.5 | 9.8 | 4.1 | 4.1 | 5.0 | 0.0 | 0.0 | 0.0 |
| 10000 | 0.0 | 0.8 | 14.8 | 0.0 | 0.0 | 3.1 | 4.9 | 4.4 | 4.8 | 0.0 | 0.0 | 0.0 |
| 30000 | 0.0 | 0.2 | 5.7 | 0.0 | 0.0 | 1.0 | 4.3 | 4.9 | 4.5 | 0.0 | 0.0 | 0.0 |
| 100000 | 0.0 | 0.0 | 1.7 | 0.0 | 0.0 | 0.2 | 4.1 | 4.9 | 4.6 | 0.0 | 0.0 | 0.0 |

Table IX: Standard deviation computational times minknap. Average of 50 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.03 | 0.48 | 0.00 | 0.01 | 0.05 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.14 | 1.87 | 0.00 | 0.01 | 0.04 |
| 1000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.07 | 0.65 | 8.65 | 0.00 | 0.01 | 0.05 |
| 3000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.24 | 2.44 | 39.85 | 0.01 | 0.01 | 0.05 |
| 10000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.03 | 1.13 | 10.78 | 154.54 | 0.01 | 0.01 | 0.04 |
| 30000 | 0.01 | 0.01 | 0.02 | 0.01 | 0.01 | 0.04 | 2.96 | 38.72 | 512.58 | 0.04 | 0.03 | 0.08 |
| 100000 | 0.03 | 0.01 | 0.04 | 0.00 | 0.06 | 0.05 | 14.04 | 156.55 | 2382.21 | 0.01 | 0.05 | 0.11 |

the running times — most of the variations are very small, and considerably smaller than one. This demonstrates that minknap has a very stable behavior.

Chapter 5

Avoiding Anomalies in the MT2 Algorithm by Martello and Toth

The mt2 algorithm by Martello and Toth for the solution of large sized 0-1 Knapsack Problems shows anomalous behavior: Some instances are solved in frac­tions of a second, while similar instances cannot be solved in hours. In this chapter it is shown that the anomalous behavior is due to an a-priori identification of the so-called core. By evading the solution of the core problem, we are able to avoid the anomalous behavior.

Keywords: Knapsack Problem, Branch-and-bound.

1. Introduction

The mt2 algorithm by Martello and Toth [52] solves the Knapsack Problem (KP): Given n items to pack into a knapsack of capacity c, each item having a profit pj and weight Wj. Select those items which maximizes the profit sum without having the weight sum to exceed c. Assuming that all coefficients are positive integers we get the following formulation:

П

|  |  |  |
| --- | --- | --- |
| maximize | г = | = ЦРзхз |
|  |  | 3=1 |
| subject to | n  £ | WjXj < c |
|  | 3 =1 |  |
|  | Xj | e{0,l}, |

Balas and Zemel [4] observed, that sorting and reduction often constitutes the majority of the computational effort when KP is solved. In order to avoid this problem, they proposed to consider only a small amount of the items — the so-called core — where there is a large probability for finding an optimal solution. The core is defined as a small subset of items with efficiency ej = Pj/wj close to that of the break item b (the fractional variable of an LP-solution).

Adapting this strategy, the mt2 algorithm consists of the following steps: a) A core is derived through a modified version of the partitioning algorithm by Balas and Zemel. b)

Table I: Total computing times of the original mt2 algorithm. HP9000/730 seconds, average of 50 instances.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.02 |
| 3000 | 0.00 | 0.01 | 0.02 | 0.00 | 0.01 | 0.07 |
| 10000 | 0.02 | 0.03 | 0.07 | 0.02 | 0.04 | 0.16 |
| 30000 | 2.47 | 0.07 | 0.20 | 0.05 | 0.61 | 0.26 |
| 100000 | — | 0.28 | 0.56 | 0.25 | — | 0.56 |

The core problem is solved through branch-and-bound. c) If an optimal solution was found stop, otherwise use some logical tests to fix as many variables as possible at their optimal values, d) Sort the remaining items, and solve the problem through branch-and-bound.

The core is chosen a-priori as y/n items for large instances (n > 100), but as observed by Martello and Toth [53], and Pisinger [75,82] this approach leads to an unstable behav­ior: Most instances are solved in a fraction of a second, while certain similar instances cannot be solved in 24 hours.

The behavior is illustrated in Table I, where the algorithm is tested for different data instances, and with different data range R = 100,1000 and 10 000. We consider the following problem types: Uncorrelated data instances: pj and Wj are randomly distributed in [1 , Д]. Weakly correlated data instances: Wj randomly distributed in [1, Д] and pj randomly distributed in [wj — R/10, Wj + Д/10]. For each problem the capacity is chosen as c = | £"=i wj, and a “—” indicates that the 50 instances were not solved in 24 hours.

The table shows that there are some anomalous occurrences for small-ranged uncorre­lated instances (n = 30 000,100 000), and for medium-ranged weakly correlated instances (n = 100 000). In each series of 50 instances it is only one or two instances which takes up all the computational time.

1. The core problem

A closer study of the anomalous occurences shows, that almost all the computation time is spent for solving the core problem. The cause seems to be, that in certain situations the core is chosen such that there is a very small variation in the corresponding weights. This makes it very difficult to obtain a filled knapsack and thus a good lower bound, resulting in an extensive branching.

Table II shows a section of a difficult core. All weights are around 485 or 970, making it difficult to fill the knapsack to the limit if the residual capacity is not close to a multiple of 485. Since the core is fixed, we cannot simply include lighter items from outsides the core. It might be expected that solving the original knapsack problem generally is easier than solving the core problem, since there is a larger variation in the weights of the original problem.

To test this theory further, we modified the mt2 algorithm to solve the core problem

heuristically, thus avoiding the algorithm to be stuck when a difficult core appeared. Two heuristics from Pisinger [75] were used: Let p = X^=i Pi be the profit sum of the break solution, and w = X^=i wi be the corresponding weight sum. Then the forward greedy solution is the best objective value when adding one item to the break solution

Table II: Section of a difficult core. Weakly correlated instance, n = 100 000, R = 1000.

|  |  |  |  |
| --- | --- | --- | --- |
| 3 | Pi | Wj | ei |
| 1 | 981 | 983 | 0.9979653 |
| 2 | 980 | 982 | 0.9979633 |
| 3 | 979 | 981 | 0.9979612 |
| 4 | 978 | 980 | 0.9979591 |
| 5 | 977 | 979 | 0.9979571 |
| 6 | 976 | 978 | 0.9979550 |
| 7 | 487 | 488 | 0.9979507 |
| 8 | 974 | 976 | 0.9979507 |
| 9 | 970 | 972 | 0.9979423 |
| 10 | 485 | 486 | 0.9979423 |
| 11 | 485 | 486 | 0.9979423 |
| 12 | 970 | 972 | 0.9979423 |
| 13 | 970 | 972 | 0.9979423 |
| 14 | 484 | 485 | 0.9979381 |
| 15 | 484 | 485 | 0.9979381 |
| 16 | 967 | 969 | 0.9979360 |
| 17 | 964 | 966 | 0.9979296 |
| 18 | 482 | 483 | 0.9979296 |
| 19 | 962 | 964 | 0.9979252 |
| 20 | 961 | 963 | 0.9979231 |
| 21 | 959 | 961 | 0.9979188 |
| 22 | 958 | 960 | 0.9979166 |
| 23 | 957 | 959 | 0.9979144 |

Zf = **ma**xfp + Pi : w + Wj < c**\,**

J jь n J J ~

and the backward greedy solution is the best objective value when adding the break item to the break solution and removing another item

Zb = max {p + рь — pj : w + Wb — w« < c}.

3=1,-,b

Both bounds are evaluated in 0(n) time, and we choose the best of Zf and zb as the lower bound. The corresponding computational times are given in Table III. All anomalous occurrences have completely disappeared, but this is obtained on behalf of some slightly increased computational times in certain cases.

1. Conclusion

It was demonstrated that a primitive algorithm, which does not solve the core problem exactly, obtains comparable times to the original mt2 algorithm, completely avoiding

Table III: Total computing times of the mt2 algorithm with heuristic solution of the core problem. HP9000/730 seconds, average of 50 instances.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.02 |
| 3000 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.06 |
| 10000 | 0.02 | 0.03 | 0.05 | 0.02 | 0.04 | 0.15 |
| 30000 | 0.07 | 0.10 | 0.17 | 0.05 | 0.22 | 0.28 |
| 100000 | 0.32 | 0.42 | 0.57 | 0.24 | 0.42 | 0.93 |

Table IV: Total computing times using an expanding core. HP9000/730 seconds, n in thousands, average of 50 instances.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.08 |
| 3000 | 0.00 | 0.02 | 0.04 | 0.00 | 0.02 | 0.33 |
| 10000 | 0.01 | 0.03 | 0.17 | 0.01 | 0.03 | 0.99 |
| 30000 | 0.04 | 0.06 | 0.48 | 0.04 | 0.12 | 0.87 |
| 100000 | 0.18 | 0.20 | 1.26 | 0.17 | 0.19 | 0.71 |

anomalous occurrences. Since any application would be more interested in an uniform behavior at the price of some milliseconds, the modified algorithm is preferable.

We may conclude that solving the core problem is a risky affair, since the algorithm may be stuck in an unsolvable problem, with no possibility of introducing new items from outsides the core. This does however not mean that solving the core problem is a deviation. Pisinger [75] had success with a depth-first branch-and-bound algorithm which solves an expanding core problem: Each times the branching reaches the border of the core, new items are simply introduced. This approach ensures that the algorithm can obtain the necessary variation in the weights, such that a good lower bound is easily found. The corresponding computational times are given in Table IV. It is seen that the algorithm has a very stable behavior, but due to its simple branching structure, it spends more time than mt2 for solving branching intensive instances.

Chapter 6

Core Problems in Knapsack Algorithms

Since Balas and Zemel a dozen years ago introduced the so-called core problem as an efficient way of solving the Knapsack Problem, all the most successful algo­rithms have been based on this idea. Balas and Zemel proved, that there is a high probability for finding an optimal solution in the core, thus avoiding to consider the remaining items. However this chapter demonstrates, that even for randomly gener­ated data instances, the core problem may degenerate, making it difficult to obtain a reasonable solution. This behavior has not been noticed before due to inadequate testing, since the capacity usually is chosen such that the core problem becomes as easy as possible.

A model for the expected hardness of a core problem as function of the capacity is presented, and it is demonstrated that the hitherto applied test instances are among the easiest possible. As a consequence we propose a series of new randomly generated test instances, and show how recent algorithms behave when applied to these problems.

Keywords: Knapsack Problem; Analysis of algorithms; Expected Hardness.

1. Introduction

We consider the following problem: Given n items with corresponding profits pj and weights Wj. The Knapsack Problem is the task of packing some of these items in a knapsack of capacity c, such that the profit sum of the included items is maximized.

In order to solve the problem efficiently, it is suitable to order the items according to nonincreasing profit-to-weight ratios, since in this way tight bounds may be derived in a branch-and-bound algorithm. Balas and Zemel [4] noted, that this sorting often takes up the majority of the computational time, but the sorting may be avoided by considering a sufficiently small subset of the items known as the core. The core problem is a usual knapsack problem defined on a small subset of the available items, where there is a high probability of finding an optimal solution. A solution to the core problem is then used as a lower bound in a reduction algorithm, which tries to fix decision variables at their optimal values by applying some bounding rules. The remaining problem is finally solved

exactly through enumeration.

Balas and Zemel [4] used an approximate algorithm for solving the core problem, showing that the probability for the heuristic to find an optimal solution grows with the size of the instance. The proof is based on the assumption that the weights Wj in a core are uniformly distributed, making it quite easy to obtain a filled knapsack by repeatedly removing an item and replacing it with some others.

Martello and Toth [52] improved the algorithm by solving the core problem exactly through branch-and-bound. The benefits are obvious: Generally a better solution is found, thus making it possible to reduce more variables in the reduction part. If the found solution reaches any upper bound for the Knapsack Problem, the algorithm may even halt after having solved the core problem. In a comprehensive test, Martello and Toth [53] demonstrate that their code mt2 is the best of the codes by Nauss [59], Fayard and Plateau [24], and Martello and Toth [46,52].

However Pisinger [77] detected some situations where the variance of the weights in a core is very small, contradicting the assumption by Balas and Zemel. This means, that it may be very difficult to obtain a filled knapsack, and thus to obtain a good lower bound. For the approximate algorithm by Balas and Zemel it means that the heuristic solution is worse than expected, implying that less items may be fathomed in the reduction phase. For mt2 — which solves the core problem to optimality — it may result in extremely long computational times, since no good lower bound can be used to cut off branches of the search tree.

In this chapter we prove that hard core problems are not the exception but rather the rule, even for randomly generated data instances. This problem has not been noted before due to inappropriate testing: In all experiments reported, the capacity c was chosen as half of the total weight sum, which results in very easy core problems. Therefore we will here focus on how the hardness of a core problem depends on the capacity c.

We will consider the most common randomly generated data instances from the liter­ature: Uncorrelated data instances: pj and Wj are randomly distributed in [1, R], Weakly correlated data instances: Wj randomly distributed in [1,R] and pj randomly distributed in [wj — R/10, Wj + Rj 10] such that pj > 1. Strongly correlated data instances: Wj randomly distributed in [1, R} and pj = Wj + 10. Subset-sum data instances: Wj ran­domly distributed in [1 ,R] and pj = wj. The data range R will be tested with values R = 100,1000 and 10 000.

This chapter is organized as follows: First we will define the core problem in Section 6.2, and describe which problems this may cause. Then a model for the expected hardness of a core problem is proposed in Section 6.3, and it is demonstrated that the hitherto applied method for testing algorithms is based on the easiest possible data instances. In Section 6.4 we use the model developed for predicting the hardness of different large scale data instances. Finally in Section 6.5, we will present a better way of generating test instances, and use this method for testing different algorithms, which all solves some kind of core problem.

1. Definitions

The Binary Knapsack Problem is defined as the following optimization problem:

|  |  |  |
| --- | --- | --- |
| maximize г = У^pjXj,  3 = i |  |  |
| n  subject to wjxj < c,  3 = i  Xj £ {0,1}, 3 = 1,.. | .,n, | (6,i) |

П

where Pj,Wj and c are positive integers. Without loss of generality we may assume that all items fit into the knapsack, i.e. that

*Wj < c* for *j = 1,...* *,n,* (6-2)

and to avoid trivial problems we assume that J2j=i wj > c-

The Linear Knapsack Problem, which is defined by relaxing the integrality constraint on Xj in (6.1) to 0 < Xj < 1, may be solved by using the greedy principle: Order the items according to their efficiencies ej = Pj/wj such that

О > ej when i < j, (6-3)

and then include items 1, 2, 3,... as long as the next item fits into the knapsack. The first item which does not fit into the knapsack is denoted the break item b, and we obtain the LP-optimal solution by setting Xj = 1, for j = 1,..., b — 1, and Xj = 0, for j = b+1,..., n, while хь is set to

*xb*

c-E

6-i i=1

щ

*щ*

(6.4)

Having found the break item, we may derive upper and lower bounds on the Knapsack Problem, which again may be used for reducing the problem size (Ingargiola and Korsh [38], Dembo and Hammer [14], Martello and Toth [52]). The reduced problem is then solved exactly using enumerative techniques.

Balas and Zemel [4] noticed, that the sorting in (6.3) often takes up a majority of the computational time, introducing the core problem as an efficient way of solving the Knapsack Problem: Assume that the optimal solution was given in advance. Then we could choose the core C as an interval [а, (3) of the sorted items, were a is the first item where xa = 0 and (3 is the last item for which x s = 1. The core problem — an ordinary Knapsack Problem defined on the core C — could then be solved in a common way, while we set Xj = 1 for j = 1,...,a — 1 and xj = 0 for j = (3 + 1,... ,n.

Obviously the core is not known in advance, but an approximate core may be found in 0(n) time (Balas and Zemel [4]) by partitioning the items in three sets H, C, L according to their efficiencies, such that the break item is in the core C:

(:, A cj A Ck- i £ H. j £ С, к £ L.

Еч<‘< v «-r (6'5)

/< *ii jeHuc*

Table I: Section of a difficult core. Uncorrelated instance, n = 30 000, R = 100. The break item is b = 14 with efficiency e& = 1.01064.

Since all items in the core will have similar efficiencies, the core problem basically consists of finding an optimally Riled knapsack. Assuming that the weights Wj in the core are randomly distributed, Balas and Zemel proved that a simple exchange-algorithm called H (described in appendix A) will find a Riled knapsack solution, with a probability that grows with larger core size, and smaller data range. Moreover the probability that a filled solution is an optimal solution, is growing as n is increased.

|  |  |  |  |
| --- | --- | --- | --- |
| 3 | Pi | wi | ei |
| 1 | 92 | 91 | 1.01099 |
| 2 | 93 | 92 | 1.01087 |
| 3 | 93 | 92 | 1.01087 |
| 4 | 93 | 92 | 1.01087 |
| 5 | 93 | 92 | 1.01087 |
| 6 | 93 | 92 | 1.01087 |
| 7 | 93 | 92 | 1.01087 |
| 8 | 94 | 93 | 1.01075 |
| 9 | 95 | 94 | 1.01064 |
| 10 | 95 | 94 | 1.01064 |
| 11 | 95 | 94 | 1.01064 |
| 12 | 95 | 94 | 1.01064 |
| 13 | 95 | 94 | 1.01064 |
| 14 | 95 | 94 | 1.01064 |
| 15 | 96 | 95 | 1.01053 |
| 16 | 96 | 95 | 1.01053 |
| 17 | 97 | 96 | 1.01042 |
| 18 | 97 | 96 | 1.01042 |
| 19 | 98 | 97 | 1.01031 |
| 20 | 98 | 97 | 1.01031 |
| 21 | 98 | 97 | 1.01031 |
| 22 | 98 | 97 | 1.01031 |
| 23 | 98 | 97 | 1.01031 |

The size of the core should be chosen sufficiently large to find an optimal solution, but also small enough to avoid unnecessary enumeration. Balas and Zemel [4] proposed the size |C| = 50, while Marl ello and Toth [52] chose

f n if n < 100

ICI = < (6.6)

I yfn if n > 100.

Although solving the core problem means that a smaller problem is enumerated, it does not necessarily mean that the problem is easier to solve (Pisinger [77]). Table I shows a section of a difficult core: Although the profits and weights are randomly and independently distributed in [1,100], the only items with efficiencies around e& = 1.01064 are pairs pj = Wj + 1, where Wj is close to 94. Evidently it is difficult to fill the knapsack

if the capacity is not close to a multiple of 94. Since the core is of fixed size, no lighter items from outsides the core may be included, although they fit exactly into the residual capacity.

According to Balas and Zemel [4], this core problem should be easy to solve, since the profits and weights of the original problem are randomly distributed independently on each other. Moreover the data-range R is relatively small, and the size n is large. But what we see here is a degeneration of the core, which Balas and Zemel did not take into account.

1. A model for the hardness of a core problem

Essentially the core problem consists of finding a filled knapsack, since the uniformity of the efficiencies implies that a filled solution generally also is an optimal solution. But the ability to obtain a given weight sum c clearly depends on two properties of the affected items: How well the weights in C are spread out across the range R, as well as the average weight of the items in C. Light items may easily fill the empty gap in a knapsack, and if the weights are equally scattered, almost any capacity c may be obtained. Thus the expected hardness T-L of the core problem may be defined as

H = wx, (6.7)

where w is the average weight of the core items, and x is a measure of the clustering. The average weight of the items in C is

w = AT 12 WL (6-8)

14 *jec*

while the clustering of the items is found by dividing the data range R in 10 equally sized intervals /,, with Щ being the number of items j 6 C where Wj 6 R. The x2 (chi-square) value is a common test for the scatteredness of some values. It is found as the squared distance of Щ from the expected frequency ц = jC|/10, scaled by /x. Thus as a measure for the clustering of the weights we may use x given by

![image17](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACcAAAAkAQAAAAAiTB42AAAACXBIWXMAABcSAAAXEgFnn9JSAAAASUlEQVQImWNoYPj//z8DA5j8/x+F/PmfASj7Eyz7EyzyBUy+AZN/wOS/egzSHmwCMjkfgzyPQR4Hk8+RyMdg8jMG+ROJ/IuLBABbe6Xwj+dv4wAAAABJRU5ErkJggg==)^4. (6.9)

This model conforms with Proposition 6.1 by Balas and Zemel (see appendix A), since if the weights are homogeneously scattered in a small interval [1, Д] (meaning that both x and w = R/2 are small), the heuristic H easily will find a filled solution.

As an example we will consider a weakly correlated data instance with 3000 items, and data range R = 100. The core size is chosen as |C| = 50, and we monitor the average weight and clustering as a function of the knapsack capacity c. To smooth out the stochastic variation of each instance, we give the average values for 500 different data instances. In Figure 6.1 the average weight w of the core is shown when varying
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Figure 6.1: Average weight w of core as function of the capacity c. Average of 500 weakly correlated instances, n = 3000, R = 100.
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Figure 6.2: Clustering x of core as function of the capacity c. Average of 500 weakly correlated instances, n = 3000, R = 100.

the knapsack capacity from 1% to 99% of the total weight sum. Figure 6.2 gives the corresponding x-value of each core.

To test the theory that TL = wx, we show the expected core hardness in Figure 6.3 and compare it to the quality of solutions found by heuristic H, measured as the residual capacity of the best filling (Figure 6.4). If heuristic H is able to find a filled solution and thus a good lower bound, obviously the core problem will be easy to solve (and vice versa). Both figures show the average values of the same 500 data instances for each percentage of the capacity. It is seen, that the two figures have the same characteristics, supporting the correctness of our model.

Finally we compare the expected core hardness with the actual running times of the mt2 algorithm in Figure 6.5. mt2 solves the core problem to optimality, using a consid­erable amount of the solution time for this step. The same instances are considered as before. Due to the exponential growth of computing times, we use a logarithmic scale. It is seen, that actual running times conform with the expected core hardness.

However the model (6.7) should be taken with some caution. Data instances may easily be constructed such that there is a small average weight and clustering, although the instances are very hard to solve. As an example choose the items as

Pj=Wj = *2*j, j = 1,... ,50, (6.10)

and assume that c is odd. The x-value of this core is zero meaning that the expected core hardness is H = 0. Still any branch-and-bound algorithm will have to enumerate all 250 variations of the solution vector, since no bounding stops the process, as mentioned by Jeroslow [40]. However for randomly generated data instances, the model is very suitable, giving a good estimate of the expected core hardness. But the expected core hardness
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Figure 6.3: Expected core hardness TL of problem as function of the capacity c. Weakly correlated instances, n = 3000, R = 100.
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Figure 6.4: Average residual capacity for heuristic H, as function of the capacity c. Weakly correlated instances, n = 3000, R= 100.

only reflects the actual running times for a large series of instances. Single runs may be solved very fast if the items exactly fit into the capacity.

1. Expected core hardness

We will now apply the model developed for predicting computational times of very large data instances as a function of the capacity. These instances are so hard, that we cannot make a direct comparison like between Figure 6.3 and 6.5, since solution times of several days occur for many instances, when solved by mt2.

Figures 6.6 to 6.13 give the expected core hardness for uncorrelated, weakly correlated, strongly correlated, and subset-sum data instances as a function of the capacity c. In
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Figure 6.5: Average computational times for mt2 in seconds (logarithmic scale), as func­tion of the capacity c. Weakly correlated instances, n = 3000, R = 100.
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Figure 6.6: Expected core hardness, uncorrelated instances, n = 10000, R = 100.
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Figure 6.7: Expected core hardness, weakly correlated instances, n = 10 000, R = 100.
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Figure 6.8: Expected core hardness, strongly correlated instances, n = 10 000, R = 100.
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Figure 6.9: Expected core hardness, subset-sum instances, n = 10 000, R = 100.
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Figure 6.10: Expected core hardness, uncorrelated instances, n = 100 000, R = 100.
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Figure 6.11: Expected core hardness, weakly correlated instances, n = 100 000, R= 100.
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Figure 6.12: Expected core hardness, strongly correlated instances, n = 100 000, R = 100.
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Figure 6.13: Expected core hardness, subset-sum instances, n = 100 000, R= 100.

figures 6.6 to 6.9 we consider instances of size n = 10 000 while figures 6.10 to 6.13 consider instances with n = 100 000. All figures are based on the data range R = 100.

To start with the weakly correlated data instances (Figure 6.7, 6.11), it is seen that the easiest instances occur for c chosen as half of the weight sum, while almost any other instances are very hard. The minimum at c = 50% is due to a core of items with efficiencies ej = 1, meaning that there is no clustering of the involved weights.

The uncorrelated data instances (Figure 6.6, 6.10) are considerably easier than the weakly correlated instances. A peak at c = 35% is noticed, but it is of much lower extent than in the weakly correlated instances. Again this peak is around efficiencies ej = 1. As the size of the data instance grow to n = 100 000 the graph gets more turbulent, meaning that it is very difficult to predict the running times.

Strongly correlated instances (Figure 6.8, 6.12) are very hard, as noticed by Balas and Zemel [4] and Martello and Toth [52]. The core hardness grows with the capacity, as the average weight of the core increases. The peaks at the graph are noise due to the division of R in 10 intervals Ц when deriving %. The core hardness grows smoothly with the capacity.

Finally the subset-sum data instances (Figure 6.9, 6.13) are very easy for any capacity chosen. This could be expected, since there is no clustering at all: The core hardness only depends of the average weight of an instance.

We may draw several conclusions from these observations:

* For algorithms solving a core problem, the difficulty of a data instance is highly dependent on the capacity c. Traditionally only the correlation and data size was varied in computational experiments, while the capacity was fixed at half of the weight sum (Balas and Zemel [4], Martello and Toth [52], Pisinger [75,82]). Fayard and Plateau [24] are using capacities c = 20%, 50%, 80% for their testings, but none of these values are representative for the hardness of a problem.
* If the capacity is chosen as half of the weight sum, we end up with the easiest possible data instances for all weakly correlated instances. Thus the comprehensive comparative tests in Martello and Toth [53] are of little use. We cannot draw any conclusions from these tests.
* Balas and Zemel [4] proves that the heuristic H for solving the core problem finds an optimal solution with a probability that grows with increasing n and decreasing R (Appendix A). Thus for uncorrelated data instances of size n = 100 000 and range R = 100 we should have a probability larger than 0.9999 for finding an optimal solution. However the results presented here indicate that large problems with small data range will have an extremely high clustering of the weights, contradicting the assumption by Balas and Zemel saying that the weights in the core are uniformly distributed. Thus we should not expect to find good solutions by using a heuristic algorithm for solving the core problem. Balas and Zemel do not recognize this problem, since their tests are based on problems with c = 50%. [[3]](#footnote-3)

ing algorithm for finding the approximate core finds a core which is not necessarily symmetrical around b. Very asymmetrical cores end up in difficult instances, since the peak around c = 50% is so narrow.

• The presented observations are also valid for other types of Knapsack Problems like the Bounded Knapsack Problem, or Multiple Knapsack Problem. Thus testing with capacity c = 50% should be avoided for these problems in order to evade trivial problems.

All the presented graphs have been given for the data range R = 100. Similar results hold for R = 1000 or R = 10 000, although the instances must be 10 (resp. 100) times lager to obtain the same x~value. The expected core hardnesses TL for different data ranges are not directly comparable: They should merely be taken as an indication of which capacities may cause problems, than as absolute running times.

1. New method for testing algorithm

In order to test algorithms for the Knapsack Problem more thoroughly, we propose a new way of constructing test instances. First we notice that due to the stochastic nature of the Knapsack Problem, the applied series of test instances should be large - much larger than the previously used 10 or 20 instances (Balas and Zemel [4], Martello and Toth [53], Pisinger [68]). Thus we propose series of S = 1000 instances for each type of problem.

Moreover the capacity should be uniformly scattered among the possible weight sums, so that the capacity-dependent behavior is annihilated. For test instance i we choose the capacity as

i n

c=^%E\*i' (6-n)

meaning that a variety of different capacities are tested as i runs from 1 to S. Finally the test instances should be reproducible by other authors. The applied algorithm for generating test instances is thus given in appendix B, with some checksums on the optimal solutions.

We consider four different algorithms for solving the Knapsack Problem. Although they are all based on solving a core problem exactly, they differ essentially in several respects. The fpk79 algorithm by Fayard and Plateau [24] is based on a heuristic solution of the core problem, while the mt2 algorithm by Martello and Toth [53] solves a core problem of fixed size to optimality through branch-and-bound. The expknap algorithm [75] is using a depth-first branch-and-bound algorithm for solving the core problem like mt2, but the core is expanded by need, as the branching propagates. Finally the minknap algorithm [82] is using dynamic programming for solving an expanding core. Since the breadth-first search ensures that all variations of the solution vector corresponding to the core have been tested before a new item is included in the core, this algorithm enumerates the smallest possible core.

The codes used are obtained from the mentioned references. Algorithm fpk79 had to be corrected a few places, since the reduction part of the code was wrong. The code by

Table II: Total computing time in seconds, fpk79. Average of 1000 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n \ R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10 000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 28.78 | 28.13 | 56.02 | 0.00 | 0.00 | 0.01 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | — | — | — | 0.01 | 0.01 | 0.02 |
| 1000 | 0.00 | 0.00 | 0.00 | 0.08 | 0.00 | 0.01 | — | — | — | 0.06 | 0.08 | 0.11 |
| 3000 | 0.01 | 0.01 | 0.01 | — | 0.01 | 0.01 | — | — | — | 0.49 | 0.62 | 0.86 |
| 10000 | 0.50 | 0.03 | 0.04 | — | 0.16 | 0.05 | — | — | — | 5.26 | 5.68 | 8.08 |
| 30000 | — | 0.10 | 0.11 | — | — | 0.14 | — | — | — | — | — | — |
| 100000 | — | 0.47 | 0.42 | — | — | 3.01 | — | — | — | — | — | — |

Table III: Total computing time in seconds, mt2. Average of 1000 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 8.07 | 8.31 | 16.24 | 0.00 | 0.00 | 0.01 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | — | — | — | 0.00 | 0.00 | 0.02 |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.02 | — | — | — | 0.00 | 0.00 | 0.02 |
| 3000 | 0.00 | 0.01 | 0.02 | 0.07 | 0.01 | 0.06 | — | — | — | 0.00 | 0.00 | 0.02 |
| 10000 | 0.02 | 0.03 | 0.06 | — | 0.02 | 0.14 | — | — | — | 0.01 | 0.01 | 0.03 |
| 30000 | — | 0.06 | 0.17 | — | 0.19 | 0.23 | — | — | — | 0.03 | 0.03 | 0.05 |
| 100000 | — | 0.27 | 0.52 | — | — | 0.44 | — | — | — | 0.12 | 0.13 | 0.14 |

Table IV: Total computing time in seconds, expknap. Average of 1000 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 42.21 | 45.14 | 126.66 | 0.00 | 0.00 | 0.02 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | — | — | — | 0.00 | 0.00 | 0.02 |
| 1000 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.06 | — | — | — | 0.00 | 0.00 | 0.02 |
| 3000 | 0.00 | 0.01 | 0.02 | 0.00 | 0.01 | 0.25 | — | — | — | 0.00 | 0.00 | 0.03 |
| 10000 | 0.01 | 0.03 | 0.11 | 0.01 | 0.02 | 0.65 | — | — | — | 0.01 | 0.01 | 0.05 |
| 30000 | 0.04 | 0.06 | 0.39 | 0.04 | 0.05 | 0.63 | — | — | — | 0.04 | 0.04 | 0.05 |
| 100000 | 0.17 | 0.19 | 0.91 | 0.17 | 0.18 | 0.39 | — | — | — | 0.15 | 0.15 | 0.15 |

Table V: Total computing time in seconds, minknap. Average of 1000 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.03 | 0.25 | 0.00 | 0.00 | 0.05 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.14 | 1.44 | 0.00 | 0.00 | 0.05 |
| 1000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.06 | 0.61 | 7.43 | 0.00 | 0.01 | 0.05 |
| 3000 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.03 | 0.22 | 2.33 | 29.10 | 0.00 | 0.01 | 0.06 |
| 10000 | 0.01 | 0.01 | 0.02 | 0.01 | 0.01 | 0.05 | 1.00 | 10.47 | 125.12 | 0.01 | 0.01 | 0.06 |
| 30000 | 0.03 | 0.03 | 0.06 | 0.04 | 0.04 | 0.07 | 3.22 | 38.04 | 464.26 | 0.03 | 0.03 | 0.08 |
| 100000 | 0.10 | 0.10 | 0.16 | 0.15 | 0.14 | 0.15 | 14.22 | 152.51 | 1756.78 | 0.11 | 0.12 | 0.16 |

Balas and Zemel [4] was not available for this test.

Table II to V gives the total running times for the four algorithms on a HP-9000/730 computer. The instances marked with a “—” were stopped after 10 hours, when there did not seem to be any progress in the solution process.

It is seen, that fpk79 and mt2 have substantial problems for all low-ranged weakly correlated instances of medium and large size. Also some low-ranged uncorrelated in­stances cause problems. On the other hand both expknap and minknap show a stable behavior, with all running times within one second (the strongly correlated instances excepted). Only minknap is able to solve large strongly correlated instances.

It is interesting to note that although mt2 and expknap both are using depth-first branch-and-bound techniques, expknap is not sensitive to the difficulty of the core, since the core is expanded by need. The minknap algorithm is using dynamic programming for solving the core, so it is not sensitive to clustered weights: equal states are simply fathomed through a dominance test.

The last table (Table VI) gives the percentage of tested items by the reduction al­gorithm of minknap. Since this reduction is performed by need, the values of Table VI indicates how many items need to be considered in order to solve the problem. If the percentage is low, then the problem is well suited for solving a core problem, while high percentages means that you have to reduce almost all items anyway, implying that a heuristic solution to the core problem may be more suitable (Pisinger [77]).

If Table VI is compared to the running times of mt2, it is seen that mt2 is performing worst, when most effort could be saved. The stable running times of mt2 are for instances where solving a core problem is almost useless. Thus we may conclude, that solving a core problem of fixed size generally makes the instance harder to solve than using a complete reduction followed by enumeration of the remaining instance.

1. Conclusions

We have seen that the core hardness of a data instance depends strongly on the capacity c, and that the hitherto applied test capacities lead to the easiest possible problems for weakly correlated data instances. Solving a core problem exactly may lead to seriously worse running times than if a more naive technique was used, but these problems may be

Table VI: Percentage of items, which were tested by the reduction algorithm of minknap.

Average of 1000 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 74 | 89 | 92 | 64 | 97 | 99 | 84 | 89 | 94 | 24 | 32 | 38 |
| 300 | 54 | 85 | 90 | 25 | 94 | 98 | 83 | 85 | 89 | 10 | 13 | 16 |
| 1000 | 19 | 79 | 88 | 6 | 76 | 97 | 84 | 86 | 87 | 4 | 5 | 6 |
| 3000 | 3 | 66 | 86 | 3 | 33 | 95 | 85 | 85 | 86 | 2 | 2 | 2 |
| 10000 | 1 | 31 | 84 | 1 | 5 | 85 | 88 | 86 | 86 | 1 | 1 | 1 |
| 30000 | 0 | 7 | 72 | 1 | 1 | 48 | 87 | 86 | 88 | 0 | 0 | 0 |
| 100000 | 0 | 1 | 51 | 0 | 0 | 11 | 84 | 85 | 84 | 0 | 0 | 0 |

avoided by using an expanding core, or through dynamic programming. Finally a new and more thorough way of testing Knapsack Problems has been proposed. The technique has been used for four algorithms — all based on a core problem — showing that expknap and minknap are the only algorithms which have a stable behavior.

Appendix A: Heuristic H

Heuristic H by Balas and Zemel [4] is a simple exchange algorithm for the core problem, which successively removes an item i and replaces it by one or two other items j, b in order to obtain a Riled knapsack. In spite of the simple structure, Balas and Zemel are able to prove some interesting properties on the quality of the solution found by heuristic H.

Assume that the core items are indexed by 1,,m, and that the capacity of the core problem is c. The break item in the core is denoted b, and the residual capacity by filling the knapsack with items j < b is r = c — wj■ Define the extreme core weights as МШ = minj=\^mWj and max = maHeuristic H may then be sketched as:

procedure If: { Find the packing, which fills the knapsack most} for i := 1 to b — 1 do rc\* := 1; rof; for i := b to m do x, := 0; rof;

d := r; { d is the hitherto smallest obtained residual capacity} for i := 1 to b — 1 do

Xi := 0; r := r + wy, { Remove item i and eventually insert item b } if (f > MAX) then *хь* := 1; f := f — wy, fi; for j := b + 1 to m do

Xj := 1; r := r — wy, {Insert an item j }

if (0 < r < d) then d := r; Save the solution, fi;

Xj := 0;

rof;

Xj := 1; Хь := 0;

rof

Balas and Zemel shows the following results for heuristic H: Let Vq = max — мш + 1 be the span in the weights, and let Vi be the number of items i = 1,..., b — 1 satisfying that min < f < max. Further assume that the weights Wj are independent random variables uniformly distributed in [min, max].

Proposition 6.1 The probability P that the heuristic H finds a filled solution (i.e. a solution with residual capacity r = 0) is

/ Vt \ m~~b

p = 1-(1-y) ■ (6Л2)

See [4] for a proof. The interesting consequence of Proposition 6.1 is that under reasonable assumptions, the probability for finding a filled knapsack grows exponentially with the

Table VII: Probability P for obtaining a filled solution by heuristic H, as function of V\ and m — b. The probabilities are for Vq = 100 corresponding to data range R = 100.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| hi | 10 | m  20 | -b  30 | 50 |
| 10 | 0.65 | 0.88 | 0.96 | 0.986 |
| 15 | 0.80 | 0.97 | 0.993 | 0.999 |
| 20 | 0.89 | 0.99 | 0.999 | 0.999 |

core size m, and increases with smaller data-range R since Vq < R. Table VII gives the expected probability for finding a filled solution by algorithm H. The Table is obtained from [4].

Proposition 6.2 The probability for a filled solution found by heuristic H being an optimal solution to the Knapsack Problem is bounded below by a strictly increasing function Q(n) satisfying that

lim Q(n) = 1. (6.13)

Thus the probability for a filled solution obtained by heuristic H being an optimal solution grows with the size n of the instance.

However the results presented in this chapter indicate that Proposition 6.1 and 6.2 are of little use, even for uncorrelated data instances of large size. The problem is, that for large instances the core may degenerate, implying that Vi becomes close to zero. Heuristic H is thus not able to find a filled solution, although it would be optimal for the global problem.

Appendix B: Generating test data

In order to let other authors generate the same test instances as applied in section 6.5, we here include an algorithm for generating the test data.

The standard lrand48 generator of the C library is used for generating pseudo­random profits and weights. The lrand48 generator is using the well-known linear congruential algorithm, which generates a series of numbers Yj. Y\_>. .V;!.... as

Xi+i = (aXi + d) mod m, (6.14)

where a = 25214903917, d = 11 and m = 248. The first 31 bits of the number are returned for LRAND48. A seed s for the algorithm is given by procedure SRAND48 as:

X0 = s • 216 + 13070. (6.15)

For a given data range R, instance size n, and problem type t (uc, wc, sc, ss) we con­structed S = 1000 different data instances as follows:

Table VIII: Checksums for optimal solutions given as V mod WOO.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10 000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 283 | 67 | 410 | 505 | 591 | 257 | 348 | 202 | 681 | 391 | 111 | 897 |
| 300 | 717 | 402 | 272 | 333 | 188 | 717 | 481 | 45 | 443 | 952 | 924 | 381 |
| 1000 | 802 | 589 | 48 | 895 | 956 | 850 | 961 | 129 | 307 | 461 | 873 | 939 |
| 3000 | 932 | 320 | 780 | 193 | 942 | 146 | 415 | 225 | 718 | 545 | 265 | 342 |
| 10000 | 737 | 590 | 269 | 577 | 328 | 398 | 847 | 210 | 370 | 167 | 160 | 940 |
| 30000 | 689 | 846 | 820 | 794 | 153 | 117 | 507 | 361 | 320 | 457 | 801 | 490 |
| 100000 | 926 | 85 | 646 | 749 | 471 | 136 | 186 | 956 | 242 | 606 | 366 | 292 |

procedure testinstance(n, R, t, г); { Generate test instance i, 1 < i < S }

W := 0; R! := [-R/WJ; SEAND48(i); { Use i as seed for the sequence of random numbers} for j := 1 to n do

iv■ := (LRAND'18 mod R) + 1; W := W + ivj: case t of

uc: pj := (LRAND48 mod R) + 1;

wc: pj := Wj — R! + (LRAND48 mod (2R! + 1));

if (pj < 0) then pj := 1; fi; sc: pj := Wj + 10; ss: pj := Wj; esac; rof;

c:= L(>\*»0/(S + 1)J;

if (c < R) then c := R + 1; fi;

The if -statement in weakly correlated instances ensures that pj is a positive integer, while the last line of the algorithm ensures that equation (6.2) is satisfied. Checksums of the optimal solutions and capacities are given in Table VIII and IX.

An interesting problem to investigate further is the instance n = 100 000, R = 10 000, t = uc, S = 500 and s = 157. Here mt2 finds the solution 323792911 while expknap and minknap both finds the solution 323792912.

Table IX: Checksums for applied capacities given as X)f=i Q mod 1000.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10 000 | | | 100 | Subset  1000 | sum  10000 |
| 100 | 208 | 739 | 745 | 208 | 739 | 745 | 391 | 128 | 903 | 391 | 128 | 903 |
| 300 | 692 | 620 | 220 | 692 | 620 | 220 | 952 | 924 | 381 | 952 | 924 | 381 |
| 1000 | 653 | 696 | 125 | 653 | 696 | 125 | 461 | 873 | 939 | 461 | 873 | 939 |
| 3000 | 679 | 793 | 42 | 679 | 793 | 42 | 545 | 265 | 342 | 545 | 265 | 342 |
| 10000 | 32 | 850 | 127 | 32 | 850 | 127 | 167 | 160 | 940 | 167 | 160 | 940 |
| 30000 | 417 | 468 | 111 | 417 | 468 | 111 | 457 | 801 | 490 | 457 | 801 | 490 |
| 100000 | 933 | 384 | 858 | 933 | 384 | 858 | 606 | 366 | 292 | 606 | 366 | 292 |

Chapter 7

A Minimal Algorithm for the Multiple-choice Knapsack Problem

The Multiple-Choice Knapsack Problem is defined as a 0-1 Knapsack Problem with the addition of disjoined multiple-choice constraints. As for other knapsack problems most of the computational effort in the solution of these problems is used for sorting and reduction. But although 0(n) algorithms, which solve the linear Multiple-Choice Knapsack Problem without sorting, have been known for more than a decade, such techniques have not been used in enumerative algorithms.

In this chapter we present a simple 0(n) partitioning algorithm for deriving the optimal linear solution, and show how it may be incorporated in a dynamic programming algorithm such that a minimal number of classes are enumerated, sorted and reduced. Computational experiments indicate that this approach leads to a very efficient algorithm which outperforms any known algorithm for the problem. Keywords: Knapsack Problem; Dynamic Programming; Reduction.

1. Introduction

Given к classes A'i A} of items to pack in some knapsack of capacity c. Each item

j G Ni has a profit and a weight Wij, and the problem is to choose one item from each class such that the profit sum is maximized without having the weight sum to exceed c. The Multiple-Choice Knapsack Problem (MCKP) may thus be formulated as:

к

maximize г = EE PijXij

i=1 j£N{ к

subject to EE WijXij < c, (7.1)

i=l j£Ni

У ) ■'■>) — 1 • i — 1 k.

Jem

*x%j* e {0,1}, i = j g Nt.

All coefficients p^, wtj, and c are positive integers, and the classes A'i A} are mutually

disjoint, class Щ having size щ. The total number of items is n = X)\*=1 Щ-

Negative coefficients pij, Wij in (7.1) may be handled by adding a sufficiently large constant to all items in the corresponding class as well as to c. To avoid unsolvable or trivial situations we assume that

к к

Emin Wij < с < Стасову. (7.2)

\*=MfcJVt i=lзь г

If we relax the integrality constraint 6 {0,1} in (7.1) to 0 < < 1 we obtain

the Linear Multiple-Choice Knapsack Problem (LMCKP). If each class has two items, where (рц, тц) = (0, 0), г = 1,..., к, the problem (7.1) corresponds to the 0-1 Knapsack Problem (KP). The linear version of KP will be denoted by LKP.

MCKP is AfP-hard as it contains KP as a special case, but it can be solved in pseudo­polynomial time through dynamic programming (Dudzinski and Walukiewicz [20]). The problem has a large range of applications: Capital Budgeting (Nauss [60]), Menu Planning (Sinha and Zoltners [90]), transforming nonlinear KP to MCKP (Nauss [60]), determining which components should be linked in series in order to maximize fault tolerance (Sinha and Zoltners [90]), and to accelerate ordinary LP/GUB problems by the dual simplex algorithm (Witzgal [94]). Moreover MCKP appear by Lagrange relaxation of several integer programming problems (Fisher [27]).

Several algorithms for MCKP have been presented during the last two decades: e.g. Nauss [60], Sinha and Zoltners [90], and Dyer, Kayal and Walker [22]. Most of these algorithms start by solving LMCKP in order to obtain an upper bound for the problem. The LMCKP is solved in two steps: 1) The LP-dominated items are reduced by sorting the items in each class according to nondecreasing weights, and then applying some dominance criteria to delete unpromising states. 2) The reduced LMCKP is solved by a greedy algorithm. After these two initial steps, upper bound tests may be used to fix several variables in each class to their optimal value. The reduced MCKP problem is then solved to optimality through enumeration (Dudzinski and Walukiewicz [20]).

Essential results in the field of KP however indicates that MCKP may be solved easier: Balas and Zemel [4] independently with Fayard and Plateau [23] proposed to consider only a small subset of the items — the so-called core — in order to solve KP. A core can be found in 0(n) time through a partitioning algorithm, and since the restricted KP defined on the core items is easy to solve for several classes of data instances, it means that many instances may be solved in linear time (Martello and Toth [52], Pisinger [75]). However if optimality of the core solution cannot be proved, a complete enumeration including the variables outside the core has to be performed.

Although 0(n) algorithms for LMCKP have been known for a decade (Zemel [96], Dyer [21]), making it possible to derive a “core” reasonably easy, a similar technique has not been used for MCKP. According to Martello and Toth [53] this may be caused by the fact that reduction of LP-dominated items is necessary in order to derive upper bounds in a branch-and-bound algorithm. The current chapter however demonstrates that a core algorithm for MCKP is possible, although several questions had to be answered: Which items or classes should be included in the core? How should we derive upper bounds in a branch-and-bound algorithm when LP-dominated items have not been deleted? How should a core be derived? How should a primal algorithm for LMCKP be developed?

The present chapter is a counterpart to a minimal algorithm for KP by Pisinger [82]: A simple algorithm is used for solving LMCKP, and for deriving an initial feasible solution to MCKP. Starting from this initial solution we use dynamic programming to solve MCKP, adding new classes to the core by need. By this technique we are able to show that a minimal number of classes are considered in order to solve MCKP to optimality.

The chapter is organized in the following way: First, Section 7.2 brings some basic definitions, and shows fundamental properties of MCKP, while Section 7.3 presents a simple partitioning algorithm for the solution of LMCKP. Next, Section 7.4 shows how gradients may be used in an expanding-core, as well as presenting some logical tests which may be used to fix variables at their optimal value, before a class is added to the core. Section 7.5 gives a description of the dynamic programming algorithm, and Section 7.6 shows how we keep track on the solution vector in dynamic programming. Finally Section

1. presents the main algorithm and discuss minimality of the derived core, while Section
2. brings computational experiments.
3. Fundamental properties

Definition 7.1 If two items r and s in the same class Щ satisfy that

wir < wia and pir > pia, (7.3)

then we say that item r dominates item s. Similarly if some items r,s,t E with Wir < wis < wit and Pir A Pis < Pit satisfy

det(u!« - wir,Pis - Pir, Wit - wir,Pit - Pir) < o, (7.4)

then we say that item s is LP-dominated by items r and t.

Proposition 7.1 (Sinha and Zoltners [90]) Given two items r,s E Ni. If item r dominates item s then an optimal solution to MCKP with Xi8 = 0 exists. If two items г. I E Л", LP- dominate an item s E Щ then an optimal solution to LMCKP with Xi8 = 0 exists.

As a consequence, we only have to consider LP-undominated items Ri in the solution of LMCKP. Note that these items form the upper convex boundary of the set Щ, as

P
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Figure 7.1: LP-undominated items Ri (black) form the upper convex boundary of Щ.

illustrated in Figure 7.1. The set of LP-undominated items may be found by ordering the items in each class Щ according to increasing weights, and successively test the items according to criteria (7.3) and (7.4). If two items have the same weight and profit, choose an arbitrary of them. Now LMCKP may be solved by using the greedy algorithm:

Algorithm 7.1 Greedy.

1. Find the LP-undominated classes R\* (ordered by increasing weights) for all classes Nh i = 1,к. Choose the lightest item from each class (i.e. set хц = 1, хц = О for j = 2,..., i = 1,..., k) and define the chosen weight and profit sum as W = Щъ resp. P = Pn- For all items j ф 1 define the slope Ay as

л = *Pij-Pij-*1 ^ / = , j = 2,... ,\Ri\. (7.5)

Wij - U'i.j i

This slope is a measure of the profit-to-weight ratio obtained by choosing item j instead of item j — 1 in class Ri (Zemel [95]). Using the greedy principle, order the slopes {Ay} in nondecreasing order.

1. Let i, j be the indices corresponding to the next slopeAy in {Ay}. If W+Wij > c goto Step 3. Otherwise set £у = 1, x^j-1 = 0 and update the sums W = W+гОу —i, P = P + pij — pij i. Repeat Step 2.
2. If W = c we have an integer solution and the optimal objective value to LMCKP (and MCKP) is г\* = P. Otherwise let Ац be the next slope in the list. We have two fractional variables x^ = ,CZW.— respectivly x^j-i = 1 — Zy, which both belong to the same class. The optimal objective value is

z\* = P + (c-IU) Ay. (7.6)

Although several orderings of {Ay} exist in Step 1 when more items have the same slope, we will assume that one specific ordering has been chosen.

The LP-optimal choices bi obtained by Algorithm 7.1 are those variables, where x^ = 1. The class containing two fractional variables in Step 3 will be denoted the fractional class Na, and the fractional variables are хаЬа, хауа possibly with xaVa = 0. An initial feasible solution to MCKP may be constructed by choosing the LP-optimal variables, i.e.

setting xibi = 1 for i = 1 к and x^ = 0 for i = 1,..., k, j Z h- The solution will be

denoted the break solution and the corresponding weight and profit sum is W resp. P.

Proposition 7.2 As a consequence of Algorithm 7.1 an optimal solution x\* to LMCKP satisfies the following: 1) x\* has at most two fractional variables хаЬа and хаь>а. 2) If x\* has two fractional variables they must be adjacent variables within the same class Na. 3) If x\* has no fractional variables, then the break solution is an optimal solution to MCKP.

The presented greedy algorithm has time complexity O(nlogn) due to the ordering of slopes. It should be mentioned, that when the classes form a KP, Algorithm 7.1 is exactly the greedy algorithm for LKP, and the objective value (7.6) corresponds to the Dantzig upper bound for KP (Dantzig [13]).

An optimal solution to MCKP generally corresponds to the break solution, except for some few classes where other items than the LP-optimal choices have been chosen. This property may be illustrated the following way: Define the positive and negative gradient A+ and A“ for each class JVj, i ф a as (see Figure 7.2)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| max | Pij | Pibi | i = 1, • | • • ,k, | i ф a, | (7.7) |
| jeiV;, u>ij>wibi | Wij | tM-ibi |  |
| min | Pibi | -Pij | i = 1,. | ■ ■ ,k, | i ф a, | (7.8) |
| j£N{, wij<wibi | UJibi | mj |  |  |

and we set A/- = 0 (resp. A“ = oo) if the set we are maximizing (resp. minimizing) over is empty. Note that the above definitions do not demand any preprocessing of the items. The gradients are a measure of the expected gain (resp. loss) per weight unit by choosing a heavier (resp. lighter) item from Щ instead of the LP-optimal choice 6\*. The gradient of the fractional class Na is defined as

Pab'a Paba

**(7.9)**

*P*
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Figure 7.2: Gradients A,+ ,Aj in class Щ.

Wab'a Waba

In Figure 7.3 we have ordered the classes according to decreasing A+ and show how often the IP-optimal solution to MCKP differs from the LP-optimal choice in each class
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Figure 7.3: Frequency of classes iV) where IP-optimal choice differs from LP-optimal choice, compared to gradient A,+.
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Figure 7.4: Frequency of classes Щ where IP-optimal choice differs from LP-optimal choice, compared to gradient А/.

JVj. The figure is a result of 5000 randomly generated data instances (к = 100, щ = 10), where we have measured how often the IP-optimal choice j (satisfying wц > since we are considering forward gradients) differs from the LP-optimal choice bi in each class JVj. It is seen, that when A/“ is decreasing, so is the probability that bi is not the IP-optimal choice. Similarly in Figure 7.4 we have ordered the classes according to increasing А/ to show how the probability for changes decreases with increased А/.

This observation motivates considering only a small number of the classes JV\*, namely those classes where A/“ or А/ are sufficiently close to A. Thus at any stage the core is simply a set of classes {Л',.,,..., } where гг,..., rm G {1,..., A:}. Initially the core

consists of the break set Na and we expand the core by need; alternately including the next unused class JV\* which has largest A+ or smallest А/.

Since a complete enumeration of the core demands considering up to nri ■ nr2 ■ ■ ■ пГт states, care should be taken before including a new class to the core. We use an upper bound test to fix as many variables at their optimal value as possible in the class before it is included in the core. If only one item remains, the class may be fathomed. Otherwise we order the remaining variables by nondecreasing weight and use test (7.3) to delete dominated items. The remaining class is added to the core and the new choices are enumerated through dynamic programming.

1. A partitioning algorithm for the LMCKP

Dyer [21] and Zemel [96] independently of each other developed 0(n) algorithms for LMCKP. Both algorithms are based on the convexity of the LP-dual problem to (7.1), which makes it possible to pair the dual line segments, so that at each iteration at least 1/6 of the line segments are deleted. When the classes form a KP the algorithms reduce to that of Balas and Zemel [4] for LKP. As Martello and Toth [52] modified the Balas and Zemel algorithm for LKP to a primal approach which is easier to implement, we will now modify the Dyer and Zemel algorithm for LMCKP in a similar way.

Assume that Na is the fractional class and that items ba and b'a are the fractional variables in Na, such that хаьа + xaya = 1, possibly with xaya = 0. Moreover let bi be the LP-optimal choice in class iV\*, \* = г Ф a. Due to the properties of LMCKP

given in Proposition 7.2, LMCKP may be reformulated as finding the slope

**д *ftp* *Pab'a Paba***

(7.10)

***о***

Sw waVa - *Waba* ’

such that the weight sum of the LP-optimal choices satisfy

X) wibi + waba < C < J2wib{ +Wab’a, (7.11)

***гфа гфа***

det(тц,рц,*6*гп,*6*р) < det(wibi,pibi,5w,5p), i = l,...,k, j = 1,..., п\*. (7.12)

Here (7.11) ensures that Na is the fractional class, and (7.12) ensures that each item bi € Ni is at the upper convex boundary of the set.

The formulation (7.10)-(7.12) allows us to use a partitioning algorithm for finding the optimal slope Л. In the following algorithm we assume that the classes of items JV\* are represented as a list [JVi,..., iVfc] and items in each class are also represented as a list [ji,... ,i„J. Elements may be deleted from a list by swapping the deleted element to the end of the list, and subsequently decreasing the list’s length. Thus at any step, к and щ refer to the current number of elements in the list. The partitioning algorithm looks like this:

Algorithm 7.2 Partition.

1. Preprocess. For all classes i = 1,..., к let a\* and Д be indices to the items having minimal weight (resp. maximal profit) in iV\* (see Figure 7.5). In case of several items satisfying the criterion, choose the item having largest profit for щ and smallest weight for f3i. Set IF = P = 0, and remove those items j ф fa which have wц > and Pij < Pifc, since these are dominated by item Д. If the class Ni has only one item left, save the LP-optimal choice bi = fa and set IF = IF + wibi, P = P + Pibi, then delete class JV\*.
2. Choose median. For M randomly chosen classes iV\* define the corresponding slope

Ai = P[[4]](#footnote-4) = Ptpi Ptai . Let A = Ш be the median of these M slopes (Different choices

*bwi Wip.-wicH Aw r* v

of the constant M < к will be discussed at the end of this section).

***P***

•Pi

1. Find the conclusion. For each class JVj find the items which maximize the projection on the normal to (Sw, Sp), i.e. which maximize the determinant

P
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Figure 7.6: Conclusion of JVj.

det(wij,pij, Sw, Sp) = WijSp — PijSw. (7-13)

See Figure 7.6. We swap these items to the beginning of the list such that they have indices {1,..., in class JV\*-

1. Determine weight sum of conclusion. Let дг,Ы be the lightest (resp. heaviest) item among {1,..., С} in class JV\*, and let W' and W" be the corresponding weight sums. Thus W' = W E Eti wigi and W" = WE Ef , wihi.
2. Check for optimal partitioning. If W' < c < W" the partitioning at (5w, 5p) is optimal. First, choose the lightest items from each class by setting 6\* = W = W EWibi, P = P+Pibi ■ Then while W—wigi Ew^ < c run through the classes where ti ф l and choose the heaviest item by setting 6\* = hi, W = W — wigi + P = P—pigi Epibi • The first class where W — wigi Ew^ > c is the fractional class Na and an optimal objective value to LMCKP is £LMckp = P + (c — W)Л. If no fractional class is defined, the LP-solution is also the optimal IP-solution. Stop.
3. Partition. We have one of the following two cases: 1) If W' > c then the slope Л was too small (see Figure 7.7). For each class JV\* choose Д as the lightest item in {1,... ,lj} and delete items j Ф fa with wц > w^. 2) If W" < c then the slope

***P***

w
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Figure 7.7: Partition set iV\*.

A = J| was too large. For each class JV\* choose a\* as the heaviest item in {1,..., ^} and delete items j ф щ with щ < pi0li (items j with Wij < Wiai are too light, and items with тц > wicti, pij < piai are dominated). If the class iV\* has only one item left, save the LP-optimal choice bi = Д and set W = W + P = P +Pibi, then delete class JV\*. Goto Step 1.

Depending on the choice of M in Step 1, we obtain different behavior of the algorithm. The best performance is obtained by choosing Л as the median of all slopes Aj, i = 1,..., к (i.e. choose M = k) but for practical purpose M < 15 works well. Note that in the KP case, Algorithm 7.2 becomes the partitioning algorithm of Balas and Zemel [4].

Proposition 7.3 If we choose Л = as the exact median of M different slopes \i = in Step 1 of Algorithm 7.2, at least \Mf 2] items are deleted at each iteration.

Proof Since A is the median of the M classes, we have A\* < A for \M/2] classes, so for these classes at least one item j ф щ exists which maximizes (7.13). Similarly we have A\* > A for \Mj2] classes, so for these classes at least one item j ф fa exists which maximizes (7.13). If W' > c in Step 5, at least \M/2] items {$} will be deleted. Otherwise if W" < c, at least \Mj2] items {«\*} will be deleted. □

Corollary 7.1 If M = 1 at least one item is deleted at each iteration of Algorithm 7.2, yielding a complexity of 0(n2).

Corollary 7.2 If M = к and the size of each class щ is bounded by a constant К, Algorithm 7.2 runs in 0(n).

Proof Due to Proposition 7.3 at least items are deleted at each iteration. Since щ is bounded by К it means that at least \^n\ items are deleted at each iteration, yielding the complexity. □

1. Expanding core

Considering the KP, Balas and Zemel [4] proposed to enumerate only a small amount of the items — the so-called core — where there was a large probability for finding an optimal solution. However the core cannot be identified a priori, implying that in some cases optimality of the core solution cannot be proved, and thus a complete enumeration has to be performed.

Pisinger [75] noted, that even though the core cannot be identified before KP is solved, it can be identified while the problem is solved by using an expanding core. This result was improved by Pisinger [82] who showed that a minimal core may be obtained by using dynamic programming, as the breadth-first search implies that all variations of the solution vector have been tested before a new variable is added to the core.

We will use the same concept for MCKP, but now the core consists of the smallest possible number of classes Ni, such that an optimal solution may be determined and proved. Where the core for KP naturally consists of items having profit-to-weight ratiosclose to that of the break item, there is no natural way of ordering the classes in MCKP. Instead we use the gradients to identify a core: Define the positive and negative gradient Xf and Xх for each class iV\*, i Ф a by (7.7) and (7.8). Due to (7.12) we have that

7= < ЛГ- 5w

**(7.14)**

Order the sets L+ = {A+} according to nonincreasing values, and L~ = {Агг} according to nondecreasing values. Initially the core C only consists of the fractional class Na, and then we repeatedly add classes JV\* corresponding to the next gradient from the ordered sets L+ and L~. Since each class occur twice (once in each set L+ and L~), we pass over a class if it already has been considered.

1. Class reduction

Before adding a class JV\* to the core C it is appropriate to fathom unpromising items from the class. We check whether each item j G W has an upper bound larger than the currently best solution г. For this purpose we use an upper bound obtained by relaxing the constraint on the fractional variables ba, b'a G Na from xba,xya G {0,1} to xba,xya G 1Z in (7.1). The upper bound on item j G JVj is then

***Uij*** *=* ***P - Pibi* + *Pij* +** A(c - *W* **+** *wibi -* ***Wij),*** (7.15)

and if < z + 1 we may fix x^ to 0. Since the bound (7.15) is evaluated in constant time, the complexity of reducing class JV\* is 0(щ).

If the reduced set N- has only one item left, we fathom the class, since no choices have to be done. Otherwise we order the items in iV/ according to nondecreasing weights and delete dominated items by applying (7.3). The computational effort is concentrated on the sorting, yielding a complexity of 0{п[ logn') where n' is the size of N[. In Section 7.8 it will be demonstrated that a large majority of the items may be fixed at their optimal value by the reduction (7.15), thus significantly decreasing the number of items which need to be sorted.

1. A dynamic programming algorithm

The core is a set of currently enumerated classes C = {Nri,..., Nrm}. We will use dynamic programming for this enumeration, thus let /с(с), c = 0,..., 2c be an optimal solution to the following core problem, where variables in classes outside the core are fixed at their LP-optimal values:

Ъ Ъ CPU + b Pibi '■

NieCjeNi Nigc

*fc(c) =* max <

Y, Y, wipi> + Y ll'ib; < C,

*NitCjeNi Nigc*

.

(7.16)

Y xij = 1 **for** Ni **G** C. Xij **G {0,1}**

. jeNi

For an empty core (7 = 0 we set /0(c) = J2i=iPibi for all c > wibi, and /0(c) = —00 for all smaller values of c. Each time the core is extended with a new class N,h then fc+Ni(c) can be found by the recursion

/с+щ (c) = max <

*fc(c*

*fcic*

*mi + wibi) +pn*

*wi2+wibi) +pi2*

***Pih***

***Pik***

if 0 < c — wn + wibi < 2c, if 0 < c — wi2 + wibi < 2c,

. fc(l- + Mlifc) + Pm, - Ihi, if 0 < C - Wmi + W,t. < 2c.

(7.17)

An optimal solution to MCKP is found as г = fc(c) for a complete core C = {N1,..., Nk], and we obtain г = —00 if assumption (7.2) is violated. Since the variables not in the core are fixed at their LP-optimal values, we must accept capacities с > c in a transition stage, as these states may become feasible at a later stage. However let

*V*

*Y (Wibi*

*NigC*

min *w,;a jeNi t]*

(7.18)

be the largest weight sum that can be released in classes outside the core. Thus only states with c < c + V <2c need to be considered in the recursion.

The recursion (7.17) demands 0{щ) operations for each class in the core and for each capacity c, yielding the complexity 0(J2i=i 2сщ) = 0{nc) for a complete enumeration. However if optimality of a state can be proved, we may terminate the enumeartion in­stantly. In this case the computational effort is 0(c J2Niecni), which is very efficient for small core sizes. The ordering of the classes according to gradients ensures that generally only a few dozen of classes need to be enumerated even for very large instances.

The traditional recursion for MCKP as presented in Martello and Toth [53] reaches an optimal solution by only considering feasible capacities с < c as the classes are enumerated. This approach has the drawback that a solution is not reached before all classes have been enumerated, meaning that we have to pass through all 0{nc) steps.

The space complexity of recursion (7.17) is 0(kc), as for each class we only need to save the index of the chosen item. Thus for a given core C let the set of partial vectors be given by

Ус = { (У1,---,Ут) : Vi e {l,...,nrJ, i = l,...,m } , (7.19)

where each variable y.t determines that variable X;VUi = 1 while the remaining binary variables in N.-t are set to zero. The weight and profit sum of a vector y, = (yl5..., ym) e Yc corresponds to the weight and profit sum of the chosen variables yn when Nn e C, and to the LP-optimal choices when Nri C. Thus

|  |  |
| --- | --- |
| Pi = Y, WWi + Y, Wibii Ni£C NigC | (7.20) |
| щ = Y Pm + Y Pibi-  Ni£C Ni£C | (7.21) |

It is convenient to represent each vector y, 6- F<\- by a state where fa, щ are given

above, and Vi is a (not necessarily complete) representation of y,. As only undominated states are considered we have fc(Pi) = Щ■ An iterative version of recursion (7.17) is presented in Pisinger [69].

1. Reduction of states

Although the number of states in Yq at any time is bounded by 2c, the enumeration may be considerably improved by applying some upper bound tests in order to delete unpromising states.

Assume that the core C is obtained by adding classes corresponding to the first m gradients from L~ and L+ and that Ns and Nt are the next classes to be added from each set. Thus the gradients satisfy

max A,. < A.,

(7.22)

(7.23)

NigC \* ~ \*

min A,+ > At.

NtfC \* -

By this assumption we get the following upper bound on a state i given by (//\*, щ, Vi)
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щ + (c — f.ti)Xj if Ац > c.

For conveniency we set = 0 if the set L+ is empty, and A“ = oo if L~ is empty, ensuring that states which cannot be improved further are fathomed. Note that this bound is derived in constant time, where the linear upper bound presented by Zemel [95] demands 0(n) time, improved to 0(k\og2(n/k)) by Dudzinski and Walukiewicz [19].

The bound (7.24) may also be used for deriving a global upper bound on MCKP. Since any optimal solution must follow a branch in Yc, the global upper bound corresponds to the upper bound of the most promising branch in Yc. Therefore a global upper bound on MCKP is given by

«мокр = max u(i). (7.25)

УГ‘ H

Since the gradient Xf will be decreasing during the solution process, and the gradient A^ will be increasing, uMCKP will become more and more tight as the core is expanded. For a complete core C = {Л),..., Л/,} we get «MCKP = z for the optimal solution г. This observation may be used for deriving an approximate algorithm for MCKP, as the enumeration simply is halted when the current lower bound is sufficiently close to «MCKP.

1. Finding the solution vector

According to the principles of dynamic programming, the optimal solution vector x\* should be found by backtracking through the sets of states, implying that all sets of states should be saved during the solution process. In the computational experiments it is demonstrated that the number of states may be half a million in each iteration and since the number of classes may be large (к = 10 000) we would need to store billions of states. Pisinger [82] proposed to save only the last A changes in the solution vector in each state (//, ir, v). If this information is not sufficient for reconstructing the solutionvector, we simply solve a new MCKP problem with a reduced number of variables. This is repeated till the solution vector is completely defined. More precisely we do the following: Assume that v consists of A pairs (i,j), indicating that the variable Xij was chosen in class Ni- Whenever an improved solution is found during the enumeration of Yc, we save the corresponding state (//, ir, v). When the algorithm terminates, all variables are set to the break solution = 1 for i = 1,..., к and x^ = 0 for i = 1,..., k, j ¥ h. Then we make the changes registered in v:

x^ = 1, хцн = 0, for (i,j) e v,

¥ = h + E(i,j)ev(wibi - Wij), (7.26)

tt' = TT + E(i^eviPibi ***-Pij)-***

If the backtracked weight and profit sums //, тт' correspond to the weight and profit sums IT, P of the break solution, we know that the obtained vector is correct. Otherwise we solve a new MCKP, this time with capacity c = //, lower bound z = тт1 — 1, and global upper bound и = тт'. The process is repeated until the solution vector x is completely defined. The technique has proved very efficient, since generally only a few iterations are needed. With A = 10, a maximum of 4 iterations has been observed for large data instances, but usually the optimal solution vector is found after the first iteration.

1. Main algorithm

The previous sections may be summed up to the following main algorithm:

Algorithm 7.3 procedure mcknap;

Solve LMCKP through a partitioning algorithm.

Determine gradients L+ = {A/~} and L~~ = {A“} for i = 1,..., k, i Ф a. Partially sort L+ in decreasing order and L~~ in increasing order, z := 0; s := 1; t := 1; С := {Л„}; )'}: := redueec!ass(A„); repeat

reduceset(Ic); if (Ус = 0) then break; fi;

Ni := Lj; s := s + 1; { Choose next class from L } if (Ni ¥ C) then

Ri := reduceclass(JVj); if (\Ri\ > 1) then add(Yc,Ri);

fi;

reduceseI (У(;); if (Yc = 0) then break; fi;

N := Lf; t '■= t + 1; { Choose next class from L+ } if (Ni ¥ C) then

Ri := reduceclass(iVj); if (\Ri\ > 1) then add(Yc,Ri);

fi;

forever;

Find the solution vector.

The first step of the algorithm is to solve the LMCKP as sketched in Section 7.3. Hereby we obtain the fractional class Na, the break solution {6^} as well as the corresponding weight and profit sum W and P.

The gradients A+ and A“ are determined and the sets L+ and L~ are ordered. Since we initially do not need a complete ordering, we use a partial ordering as presented in Pisinger [75]: Using the quicksort algorithm for sorting (Hoare [32]), we always choose the interval containing largest values (resp. smallest for L~) for further partitioning, while the other interval is pushed onto a stack. In this way we continue until the largest (resp. smallest) values have been determined. Later in Algorithm 7.3, if more values are needed, we simply pop the next interval from the stack by need and partition it further. Thus for small core sizes we use linear time for this ordering.

Our initial core is the fractional class Na, which is reduced by procedure reduceclass. Here we apply criterion (7.15) to fix as many variables as possible at their optimal value. If the reduced class has more than one item left, we sort the items according to increasing weight, and then apply criterion (7.3) to remove dominated items. Hereby we obtain the reduced class Ra which is the current set of states Yc.

The set of states Yc is reduced by procedure reduceset which apply criterion (7.24) to fathom unpromising states. Moreover the procedure checks whether any feasible state (p < c) has improved the lower bound г, and updates the current best solution in that case.

Now we alternately include classes iV\* from L+ and L~~, each time checking if iV\* already is in the core. If this is not the case, we reduce the class, fathoming it, if only one item is left. The reduced class R4 is otherwise added to the set of states Yc by using recursion (7.17), indicated by procedure add above.

The iteration stops when no more states are feasible, meaning that no improvements can occur. Note that we set A^ = 0 when L+ is empty, and A7 = 00 when L~ is empty, meaning that the iteration in any case will stop when all classes have been considered.

1. Minimality

Pisinger [82] proved for the 0-1 Knapsack Problem, that the minknap algorithm enumer­ates the smallest symmetrical core that can be solved to proven optimality by enumerative core algorithms — a family of core algorithms from the existing literature. Since no algo­rithms for MCKP that solve a core problem have been published before, we cannot here define a family of algorithms for which mcknap will enumerate the smallest core. Instead we must substantiate that the same principles apply to the mcknap algorithm as apply to the minknap algorithm. We have:

Definition 7.2 Given a core C and the corresponding set of states Yc- We say that the core problem has been solved to proven optimality if one (or both) of the following cases occur: 1) z = Kmckp where г is the best feasible solution in Yc- 2) All classes Л'; $ C could be reduced to contain only the LP-optimal choice 6\*.

Note that if z = иМСКР then all states in Yc will be fathomed by (7.24), implying that Yq = 0. Thus the definition states, that we cannot prove optimality before the enumeration terminates or all variables outside the core can be fixed at their LP-optimal values.

Since MCKP is AfV-hard we may assume that the enumeration cannot be guided by other principles than greed. Thus if a problem can be solved to optimality with final gradients A“ and A/~ then we may assume that all classes with smaller A“ and larger A+ also have been considered, as they have a smaller loss per weight unit when making changes from the LP-optimal value. This leads to the following

Definition T.3 MCKP has been solved with a minimal core if the following invariant holds: A class Ns (resp. Nt) is only added to the core C if the corresponding core problem could not be solved to proven optimality, and the set Ns (resp. Nt) has the smallest gradient A“ (resp. largest gradient A^).

The definition ensures that if MCKP has been solved to optimality with a minimal core C, no subset core C'cC exists, such that a fixed-core algorithm can solve the problem to optimality. Strictly speaking, if C is a minimal core with final gradients Xj and X? then there does not exist a subset core C with final gradients X~, and A^ such that X~, < Xj and A^ > Xf ■ Anyway a smaller sized core C may exist if X~> > Xj or A^ < A\*" but according to our definition such cores are not comparable.

Definition T.4 The sorting effort has been minimal if 1) A class JVj is sorted only when the current core C could not be solved to optimality, 2) iV\* is the next class to be included according to Definition 7.3, and 3) only items which have passed the reduction criterion (7.24) are sorted.

Definition 7.5 The effort used for reduction has been minimal if a class is reduced only when the core C could not be solved to optimality, and JVj is the next class to be included according to the rule in Definition 7.3.

Proposition 7.4 The presented algorithm solves MCKP with a minimal core, using minimal sorting and reduction effort (with the mentioned order of priority).

Proof In each iteration of Algorithm 7.3 we test whether the current core problem has been solved to proven optimality: The breadth-first search ensures that all variations of Yc have been tested, and thus г is the best feasible solution in C. If Yc = 0 we terminate the algorithm, while a new class is only added to the core if some variables could not be fixed at their LP-optimal values. Thus at any step, no subset core exists such that the problem can be solved to proven optimality. As we follow the greedy principle for adding classes to the core, this proves the minimality of the core.

The sorting and reduction is done by need in Algorithm 7.3, exactly as described in Definition 7.4 and 7.5. □

For a more general discussion of minimal knapsack algorithms, see Pisinger [78].

1. Computational experiments

The presented algorithm has been implemented in C, and a complete listing is available from the author on request. The following results have been achieved on a HP9000/730 computer.

We will consider how the algorithm behaves for different problem sizes, test instances, and data-ranges. Five types of randomly generated data instances are considered, each instance tested with data-range Ri = 1000 or R2 = 10 000 for different number of classes к and sizes щ:

* Uncorrelated data instances: In each class we generate щ items by choosing and Pij randomly in [1, R],
* Weakly correlated data instances: In each class, is randomly distributed in [1, R]

and is randomly distributed in [w,^ — 10, + 10], such that p,^ > 1.

* Strongly correlated data instances: For KP these instances are generated as Wj randomly distributed in [1, R] and Pj = Wj + 10, which are very hard indeed. Such instances are trivial for MCKP, since they degenerate to subset-sum data instances, but hard instances for MCKP may be constructed by cumulating strongly correlated KP-instances: For each class generate щ items (w^p'j) as for KP, and order these by increasing weight. The data instance for MCKP is then = Ylh=i whi Pij = J2i=iPhi J = 1 ,...,rij. Such instances have no dominated items, and form an upper convex set.
* Subset-sum data instances: randomly distributed in [1, R] and p,^ = w,^. Such instances are hard since any upper bound will yield up = c.
* Sinha and Zoltners instances: Sinha and Zoltners [90] constructed their instances in a special way. For each class construct щ items as (го',р'-) randomly distributed in [1, R]. Order the profits and weights in increasing order, and set ги^ = го', pц = Pp j = 1,..., щ. Note that such data instances have no dominated items.

Table I: Final core size. Average of 100 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Uncorrelated | | Weakly | corr. | Strongly corr. | | Subset | sum | Sinha Zolt. | |
| к | r%i | Ri | R-> | Ri | Ri | Ri | Ri | Ri | Ri | Ri | r2 |
| 10 | 10 | 2 | 2 | 8 | 8 | 8 | 9 | 2 | 4 | 6 | 5 |
| 100 | 10 | 8 | 9 | 11 | 16 | 85 | 84 | 2 | 4 | 17 | 17 |
| 1000 | 10 | 15 | 20 | 7 | 12 | 791 | 775 | 0 | 2 | 18 | 33 |
| 10000 | 10 | 10 | 28 | 1 | 10 | 7563 | 7800 | 0 | 0 | 11 | 33 |
| 10 | 100 | 2 | 3 | 4 | 5 | 8 | 8 | 1 | 2 | 7 | 8 |
| 100 | 100 | 7 | 10 | 3 | 6 | 84 | 95 | 0 | 1 | 15 | 34 |
| 1000 | 100 | 6 | 17 | 1 | 4 | 839 | 915 | 0 | 0 | 11 | 41 |
| 10 | 1000 | 1 | 2 | 2 | 2 | 4 | 8 | 0 | 1 | 6 | 9 |
| 100 | 1000 | 1 | 6 | 0 | 2 | 25 | 82 | 0 | 0 | 9 | 30 |

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Uncorrelated | | Weakly corr. | | Strongly corr. | | Subset | sum | Sinha Zolt. | |
| к | Щ | Ri | R-> | Ri | r2 | Ri | r2 | Ri | r2 | Ri | r2 |
| 10 | 10 | 52 | 55 | 87 | 88 | 85 | 88 | 23 | 37 | 83 | 82 |
| 100 | 10 | 46 | 63 | 14 | 19 | 87 | 86 | 2 | 4 | 68 | 80 |
| 1000 | 10 | 20 | 52 | 1 | 1 | 82 | 82 | 0 | 0 | 18 | 70 |
| 10000 | 10 | 0 | 26 | 0 | 0 | 78 | 80 | 0 | 0 | 0 | 19 |
| 10 | 100 | 42 | 60 | 43 | 55 | 81 | 81 | 10 | 19 | 80 | 90 |
| 100 | 100 | 23 | 56 | 3 | 6 | 84 | 95 | 0 | 1 | 23 | 82 |
| 1000 | 100 | 1 | 29 | 0 | 0 | 84 | 92 | 0 | 0 | 2 | 21 |
| 10 | 1000 | 10 | 48 | 16 | 20 | 45 | 79 | 0 | 11 | 66 | 97 |
| 100 | 1000 | 1 | 20 | 0 | 2 | 25 | 82 | 0 | 0 | 11 | 39 |

Table II: Percentage of all classes which have been tested by the upper bound. Average of 100 instances.
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(7.27)

We construct and solve 100 different data instances for each problem type, size and range. The presented results are average values or extreme values.

First Table I shows the average core size (measured in classes) for solving MCKP to optimality. For most instances only a few classes need to be considered in the dynamic programming. The strongly correlated data instances however demand that almost all classes are considered. Table II shows how many classes have been tested by criterion (7.15). It is seen, that when many classes are present, only a few percent of the classes are reduced, meaning that we may solve the problem to optimality without even considering a large majority of the classes. The strongly correlated data instances again demonstrate that almost all classes must be considered.

The efficiency of the upper bound (7.15) is given in Table III. The entries show how many percent of the tested items which are reduced. Generally a large majority of the variables are fixed to their optimal value this way. To illustrate the hardness of the dynamic programming, we measure the largest size of Yc for each data instance in Table

Table III: Percentage of tested items which are reduced. Average of 100 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Uncorrelated | | Weakly corr. | | Strongly corr. | | Subset | sum | Sinha Zolt. | |
| к | Щ | Ri | r2 | Ri | r2 | Ri | r2 | Ri | r2 | Ri | r2 |
| 10 | 10 | 83 | 84 | 48 | 27 | 45 | 34 | 0 | 0 | 70 | 73 |
| 100 | 10 | 88 | 88 | 62 | 56 | 51 | 51 | 0 | 0 | 86 | 86 |
| 1000 | 10 | 89 | 90 | 68 | 49 | 53 | 54 | 0 | 0 | 88 | 89 |
| 10000 | 10 | 86 | 90 | 80 | 68 | 50 | 52 | 0 | 0 | 72 | 90 |
| 10 | 100 | 98 | 98 | 75 | 61 | 84 | 79 | 0 | 0 | 86 | 85 |
| 100 | 100 | 99 | 99 | 87 | 68 | 85 | 85 | 0 | 0 | 93 | 97 |
| 1000 | 100 | 98 | 99 | 94 | 86 | 84 | 85 | 0 | 0 | 94 | 98 |
| 10 | 1000 | 100 | 100 | 87 | 58 | 50 | 94 | 0 | 0 | 89 | 90 |
| 100 | 1000 | 100 | 100 | 94 | 85 | 50 | 94 | 0 | 0 | 93 | 96 |

Table IV: Largest size of Yc in dynamic programming, measured in thousands. Maximum of 100 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Uncorrelated | | Weakly | corr. | Strongly corr. | | Subset | sum | Sinha Zolt. | |
| к | Щ | Ri | R-> | Ri | R‘i | Ri | Ri | Ri | r2 | Ri | Rs |
| 10 | 10 | 0 | 0 | l | 10 | 3 | 24 | 4 | 47 | 0 | 0 |
| 100 | 10 | 0 | 0 | 4 | 52 | 7 | 68 | 4 | 38 | 0 | 0 |
| 1000 | 10 | 1 | 0 | 4 | 39 | 20 | 194 | 0 | 28 | 2 | 3 |
| 10000 | 10 | 1 | 4 | 5 | 46 | 84 | 572 | 0 | 0 | 4 | 12 |
| 10 | 100 | 0 | 0 | 4 | 40 | 1 | 10 | 3 | 28 | 1 | 1 |
| 100 | 100 | 0 | 0 | 4 | 40 | 4 | 26 | 3 | 28 | 3 | 3 |
| 1000 | 100 | 0 | 1 | 3 | 43 | 10 | 106 | 0 | 0 | 4 | 8 |
| 10 | 1000 | 0 | 0 | 3 | 35 | 3 | 4 | 0 | 30 | 3 | 10 |
| 100 | 1000 | 0 | 0 | 3 | 36 | 25 | 9 | 0 | 20 | 4 | 31 |

Table V: Total computing time in seconds. Average of 100 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  | Uncorrelated | | Weakly corr. | | Strongly corr. | | Subset | sum | Sinha Zolt. | |
| к | Щ | Ri | R-> | Ri | Ri | Ri | Ri | Ri | Ri | Ri | Ri |
| 10 | 10 | 0.00 | 0.00 | 0.01 | 0.05 | 0.01 | 0.09 | 0.01 | 0.17 | 0.00 | 0.00 |
| 100 | 10 | 0.00 | 0.00 | 0.02 | 0.28 | 0.37 | 5.16 | 0.01 | 0.11 | 0.01 | 0.01 |
| 1000 | 10 | 0.03 | 0.03 | 0.03 | 0.23 | 7.30 | 92.46 | 0.01 | 0.09 | 0.04 | 0.05 |
| 10000 | 10 | 0.25 | 0.31 | 0.24 | 0.42 | 169.94 | 1628.57 | 0.17 | 0.17 | 0.33 | 0.41 |
| 10 | 100 | 0.00 | 0.00 | 0.03 | 0.58 | 0.02 | 0.19 | 0.06 | 1.05 | 0.01 | 0.02 |
| 100 | 100 | 0.02 | 0.02 | 0.03 | 0.55 | 0.33 | 6.93 | 0.01 | 0.68 | 0.05 | 0.07 |
| 1000 | 100 | 0.14 | 0.17 | 0.16 | 0.43 | 9.57 | 195.75 | 0.13 | 0.13 | 0.24 | 0.32 |
| 10 | 1000 | 0.02 | 0.03 | 0.12 | 2.75 | 1.64 | 0.14 | 0.02 | 12.55 | 0.19 | 0.74 |
| 100 | 1000 | 0.12 | 0.15 | 0.18 | 1.11 | 173.69 | 2.97 | 0.13 | 0.15 | 0.41 | 2.66 |

IV. It is seen that strongly correlated data instances may result in more than half a million states. Still this is far less than the space bound О(2c).

Finally Table V gives the average computational times. Easy data instances are solved in a fraction of a second. Only the strongly correlated instances demand more computa­tional effort, but are still solved within 30 minutes. For comparison it should be mentioned that Sinha and Zoltners [90] solve SZ type problems of size к = 50, щ = 10 in 0.12 sec­onds, while Armstrong et. al. [2] solve the same problems of size к = 400, щ = 100 in 2.71 seconds. Both references generate the weights in a small range R < 100 meaning that very little enumeration is necessary to obtain an optimal solution.

The above results indicate that the presented algorithm outperforms any algorithm for MCKP, implying that the stated minimal properties actually cause drastical reductions in the computational times. More computational experiments with the presented algorithm can be found in Appendix A.

1. Conclusions

We have presented a complete algorithm for the exact solution of the Multiple-Choice Knapsack Problem. To our knowledge, it is the first enumerative algorithm which makes use of the partitioning algorithms by Dyer [21] and Zemel [96]. In order to do this, it has been necessary to derive new upper bounds based on the positive and negative gradients, as well as choosing a strategy for which classes should be added to the core.

The algorithm satisfies some minimality constraints as defined in Section 7.7.1: It solves MCKP with a minimal core, since variables only are added to the core if the current core could not be solved to optimality, and the effort used for sorting and reduction is also minimal according to the stated definitions.

The computational complexity is 0(n + с^щесп%) f°r a minimal core C, thus we have a linear solution time for small cores, and pseudo-polynomial solution time for large cores. Computational experiments document that the presented algorithm is indeed very efficient. Even very large data instances are solved in a fraction of a second; only strongly correlated data instances demand more computational effort.

Appendix A: 0-1 Knapsack Problems

The algorithm developed, may equally well be used for solving 0-1 Knapsack Problems, but this will naturally yield some overhead compared to specialized algorithms for the 0-1 Knapsack Problem. It is however interesting to see, how the mcknap algorithm behaves in these extreme cases, as several of the algorithmic principles are generalizations of similar results for the 0-1 Knapsack Problem.

Table VI compares the running times of mcknap with those of minknap [82]. It is seen, that generally mcknap spends about 10 times more computational time for the solution than minknap. However column peep shows, that most of the overhead is spent for the preprocessing (sorting and removal of dominated items) where minknap obviously is able to use a faster algorithm for these steps, as there are no dominated items in the classes of a 0-1 Knapsack Problem.

In spite of the higher computational times for mcknap it is seen, that the developed algorithm has a stable behavior, even in this extreme case.

Table VI: Total computing time in seconds for solving 0-1 Knapsack Problems. Uncorre­lated data instances. Average of 100 instances.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| к | MINKNAP | Ri  mcknap preproc | | MINKNAP | MCKNAP PREPROC | |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 1000 | 0.00 | 0.02 | 0.01 | 0.00 | 0.02 | 0.01 |
| 10000 | 0.01 | 0.13 | 0.12 | 0.02 | 0.21 | 0.12 |
| 100000 | 0.10 | 1.37 | 1.36 | 0.16 | 1.53 | 1.34 |
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Chapter 8

A Minimal Algorithm for the Bounded Knapsack Problem

The Bounded Knapsack Problem (BKP) is a generalization of the 0-1 Knapsack Problem where a bounded amount of each item type is available. The currently most efficient algorithm for BKP transforms the data instance to an equivalent 0-1 Knapsack Problem, which is solved efficiently through a specialized algorithm. However this chapter demonstrates, that the transformation introduces many similar weighted items, resulting in very hard instances of the 0-1 Knapsack Problem.

To avoid these problems, a specialized algorithm is proposed which solves an expanding core problem through dynamic programming, such that the number of enumerated item types is minimal. Sorting and reduction is done by need, resulting in very little effort for the preprocessing. Compared to other algorithms for BKP, the presented algorithm uses tighter reductions and enumerates considerably less item types. Computational experiments are presented, showing that the presented algorithm outperforms all previously published algorithms for BKP.

Keywords: Bounded Knapsack Problem; Dynamic Programming; Reduction

1. Introduction

Given n item types to pack in some knapsack of capacity c. Each item type j has a profit Pj, weight Wj, and a bound rrij on the availability. The problem is to select a number Xj (0 < Xj < rrij) of each item type such that the profit sum of the included items is maximized without having the weight sum to exceed c. The Bounded Knapsack Problem (BKP) may thus be defined as the following optimization problem:

П

maximize 2 = У" pjXj

i=i

*П*

subject to ^2 WjXj < c, (8.1)

*j=*i

Xj e {0, j = l,...,n,

where all coefficients are positive integers. Without loss of generality we may assume that rrijWj < c for j = 1,..., n so all items avilable of a given type fits into the knapsack, and that Y!j=i mjwj > c to ensure a nontrivial problem. If we relax the integrality constraint Xj G {0,1,... ,rrij} in (8.1) to the linear constraint 0 < Xj < rrij, we obtain the Linear Bounded Knapsack Problem (LBKP). If rrij = 1 for all item types we get the well-known 0-1 Knapsack Problem (KP).

BKP is MV-hard as it contains KP as a special case, but it can be solved in pseudo­polynomial time through dynamic programming [53]. The present chapter is devoted to data instances with moderate values of rrij, since if the bound on each item type is wide, other kinds of algorithms perform better — especially those designed for the unbounded knapsack problem where rrij = oo, j = I..... /j (see Martello and Toth [54]).

Several industrial problems which usually are solved as 0-1 Knapsack Problems may equally well be formulated as Bounded Knapsack Problems, thus taking advantage of the fact, that most products come from series of identical item types. Many combinatorial problems can be reduced to BKP, and the problem arises also as a subproblem in several algorithms of integer linear programming.

Only a few specialized algorithms for BKP have been published, but the following should be mentioned: Martello and Toth [47], Ingargiola and Korsh [39], and Baffin, Parker and Shetty [8]. However Martello and Toth [53] demonstrate, that all these al­gorithms are outperformed by their mtb2 algorithm, that transforms the BKP to an equivalent KP which is solved by a specialized algorithm. The transformation from BKP to KP is based on a binary coding of the bound mj on each item type j. Thus each item type is replaced by [log2 rrij + lj items in the KP case, as follows:

(Pj,Wj), (*2*pj,*2*wj), (ip-j, Iw *j),(2*a~*1*pj, *2*a~*1*wj), (dpj,dwj), (8.2)

where a = |\_log2 rrij\, and d = rrij — S“=o 2[[5]](#footnote-5). This approach is very elegant, but several problems arise:

* Many new variables are introduced by the transformation, implying that Martello and Toth [53] are not able to solve very large data instances (n > 50 000) due to memory limitations.
* Pisinger [70] showed that 0-1 Knapsack Problems with many similarly weighted items are hard to solve, since it is difficult to combine the items such that a filled knapsack is obtained. By transforming a BKP to the corresponding KP, we actually get many proportionally weighted items, meaning that the problems are very hard to solve.
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Figure 8.1: Average computational times for mtb2 in seconds (log. scale), as function of the capacity c. Weakly correlated instances, n = 2000, R = 100, rrij in [1,10].

are measured to 0.01 seconds, while for most other capacities they are hundreds of times larger.

However Figure 8.1 suffers from the problem, that the exponentially growing com­putational times of mtb2 make it difficult to ascribe a merit to the mean values. Thus Figure 8.2 shows the average values of the logarithm to the computational times. Here it is even more clear, that a capacity chosen as 50% of the total weight sum leads to the easiest data instances.

• Better reductions can be achieved by applying specialized reductions for the bounded knapsack problem. If the BKP is transformed to the corresponding KP, each item is reduced separately, meaning that you cannot give a total bound on the number of items of a given type, that may be included in the knapsack.

These observations motivate construction of a specialized algorithm for the BKP, which adapts the latest results from the solution of 0-1 Knapsack Problems and Multiple-choice Knapsack Problems. The presented algorithm — called bouknap — is based on dynamic programming, where the enumeration starts from the LP-optimal solution and propagates guided by some greedy principles. Since the necessary sorting and reduction is done by need, we are able to establish some minimal properties for the algorithm.
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Section 8.2 gives a brief introduction to minimal algorithms for knapsack problems, while Section 8.3 brings some basic definitions and sketches the main part of bouknap. A recursive formulation of the dynamic programming is given in Section 8.4, while Sections
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8.5 and 8.6 bring some reduction rules for reducing item types, and for fathoming states in the dynamic programming. Finally Section 8.7 shows how the solution vector corre­sponding to the objective value is determined. Computational experiments, comparing bouknap with the algorithm mtb2 of Martello and Toth [53], are presented in Section

1. Minimal algorithms

Balas and Zemel [4] presented an efficient algorithm for the solution of the 0-1 Knapsack Problem by focusing the enumeration on a so-called core: A small subset of the items where there is a high probability for finding an optimal solution through permutations. Assume that the items are ordered according to nonincreasing efficiencies ej = Pj/wj, and let the break item b be defined as:

b = min | j : Ya=i wi > c} • (8-3)

Then the core C is basically an interval [s, t] Э b of the sorted items, such that items j <£C may be fixed at their LP-optimal values through reduction tests. The smallest size of a core can obviously not be identified before the problem is solved, since it demands knowledge on the optimal solution, but several estimates on the expected core size have been proposed by Balas and Zemel [4] and Martello and Toth [52,53].

However Pisinger [82] presented an adaptive technique such that a minimal core can be derived during the solution process. The principles may easily be generalized to the Multiple-choice Knapsack Problem [81], or - as presented here - the Bounded Knapsack Problem.

* The algorithms are based on dynamic programming to obtain a pseudo-polynomial worst-case behavior.
* The enumeration starts from the LP-optimal solution and continues in a symmetric way outwards from the fractional variable of the LP-solution. Thus we enumerate a so-called expanding core C.
* In each step of the dynamic programming we branch on the variable which gives the largest gain per weight unit, or the smallest loss per weight unit. This is known as the greedy approach.
* Both sorting and reduction is done by need. When the enumeration reaches the border of the current core, new items are simply reduced, sorted, and added to the core. [[6]](#footnote-6)

• We would like to minimize all steps of the algorithm: sorting, reduction and enumer­ation, but due to the computational complexity of each step, an obvious hierarchy evolves:

1. Highest ranked is to obtain the smallest possible core, since enumerating the core has exponential growth 0(2n).
2. Limiting the so-called strong reduction has second priority, since the complexity of the reduction is O(r) where r is the number of states at the current stage of the dynamic programming.
3. The smallest possible sorting has third priority, since sorting n items has the complexity O(nlogn).
4. Lowest ranked is to reduce items with the so-called weak upper bound test, since testing n items may be done in O(n).

Since all possible variations of the solution vector in the core have been tested before the core is extended with a new item type, and since the choice of the considered items is guided by greedy principles, the final core C is minimal in the following sense:

Assume that the core was given in advance as an interval [s, t] of the sorted items, like in mt2 by Martello and Toth [52]. In order to solve the problem to proven optimality, we demand that either the enumeration fades out due to some bounding rules before reaching the item types s — 1 or t + 1, or that all remaining variables Xj C may be fixed at their LP-optimal values by reduction rules.

But the presented algorithm finds the smallest symmetrical core, such that an algo­rithm like mt2 is able to prove the optimality when given the core in advance (see [82] for a proof). Strictly speaking this means, that you cannot find a subset core C = [s', t1] of the minimal core C = [s, t] with est > es and et< < et such that a fixed-core algorithm solves the core problem to proven optimality.

The reductions of a minimal algorithm are tight, since the bounding rules are not applied before all item types of higher (resp. lower) efficiency have been enumerated, thus ensuring the tightest possible lower bound.

The complexity of a minimal algorithm for the Bounded Knapsack Problem is

0(n + min{m4 • ms+i ■ ■ ■ пц, jCjclogc}),

**(8.4)**

meaning that for moderate core sizes \C\ =t — s + 1, we have a linear-time behavior, while hard instances demanding a complete enumeration have a pseudo-polynomial solution time.

1. Definitions and main algorithm

The Linear Bounded Knapsack Problem is easily solved by a greedy algorithm: Order the item types according to nonincreasing efficiencies such that

d > < if i < :)■

**(8.5)**

Figure 8.3: Frequency of item types j where the optimal solution differ from the break solution. Average of 1000 uncorrelated data instances n = 1000, R = 10 000.
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and define the break item type b as

b = min | j : Y{=i whw% > c j . (8.6)

Then an optimal solution to LBKP is defined as Xj = mj for j = 1,..., b — 1, and Xj = 0 for j = 6 — I. while we set

**хь = (С-Е^тД)гГ (8.7)**

Щ

The break item type may be found by adapting the technique of Balas and Zemel [4] or through partial sorting as presented in Pisinger [75]. Both techniques lead to an 0(n) solution time for the LBKP. By truncating the LP-optimal solution to xb = 0 we obtain the break solution x', which has profit sum p = X^=l mjPj an<l weight sum w = Yj ] rrijWj.

The break solution is a tight lower bound, since generally it is only necessary to modify a few variables around b in order to obtain an optimal solution. Figure 8.3 shows the frequency of item types where the IP-optimal solution differ from the break solution. The graph is a result of solving 1000 randomly generated data instances, constructed such that b = 500 for all problems. It is clearly seen that generally only a dozen item types need to be enumerated, and that the probability for changes decreases steeply with a variables distance from b.

This motivates the enumeration of an expanding core C starting from the break item type. The greedy approach for choosing the next variable to be added to the core ensures that those variables, where there is largest probability for changes from the LP-optimal values, are enumerated first. For a core C = [s, t] the complete set Xs>t of solution vectors is given by

Xs,t = { (xe, ...,xt) : xj e {0,..., rrij}, j = s,...,t } , (8.8)

but we will use some fathoming and dominance rules to avoid a complete enumeration.

Sorting and reduction is done by need during the enumeration, thus at any stage [s', t'] denotes the interval of sorted items, which have passed the reduction test, while z denotes the current lower bound. We may sketch the main part of algorithm bouknap as:

Algorithm 8.1

procedure bouknap(n,c,p,w,m,x);

partsort(l,n); {Find break item type b through partial sorting}

M] := [M]; [«',\*'] := [b,b]; z := 0; XStt := **{(0),...,** (m6)}; reducesetpf,^); while (Xs t ф 0) do

if (s - 1 > s') then d := tighten(s — 1);

if (d Ф 0) then Х,\_м := add(Xs^, s - l,d); fi; s := s — 1;

fi;

reducesetpf^);

if {!. — I < l') then d := tighten(f + 1);

if (d ф 0) then Xs>t+i := add(Xs^, t + l,d); fi; t '.= t + 1;

fi;

reducesetpf^);

elihw;

The first step of the algorithm is to find the break item type b through partial sorting in O(n) time, as described in Pisinger [75]: We use a partitioning algorithm like quicksort [32] to partition the variables into two sets around the median Л such that ej > X for j G [1, г], while ej < X for j G [г + l,n]. If Ylj=imjwj < G we таУ conclude that b cannot be in the interval [1,г], and may thus discard the interval. Otherwise we discard the interval [г + l,n]. The process is repeated till the current interval only contains b. All discarded intervals are pushed to a stack, since they represent a partial ordering of the items, which will be applied later in the algorithm.

Now the algorithm solves an expanding core C = [s, f], such that initially the core only consists of the break item, and then successively it is extended to the left or to the right. We use dynamic programming for enumerating the core, meaning that procedure add enumerates all possible variations of the current core plus item type s — 1 or t + 1.

Dominance relations and bounding rules ensures that only a limited number of the ms- ■ -mt possible variations of the core are enumerated. Procedure reduceset uses some bounding rules to fathom states, which cannot lead to an improved solution. These rules are further described in Section 8.5. Furthermore, the procedure updates the lower bound z, and extends the core by need.

Procedure tighten(j) tightens the bound xj G {0,..., mf} by applying some bound­ing rules on the number of items inserted/removed of the concerned item type. Thus the obtained bound d means that only d < rrij item values have to be enumerated in procedure add, and if d = 0 we may even fathom the variable j. The procedure tighten is further described in Section 8.6.

Algorithm bouknap terminates when all states Xs>t have been fathomed, meaning that a better solution than the current cannot be found.

1. Dynamic programming

Let /j(c), (0 < i < n, 0 < c < c) be an optimal solution to the following subproblem of BKP, defined on the first i variables of the problem:
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*file)*

max

з=1 i=1

Generalizing the results by Bellman [5] for the 0-1 Knapsack Problem, we obtain the following recursion formula for the solution of BKP

*file)*

max

*Щ) + Pi*

if *c >* 0 if *c — Wi >* 0

(8.10)

, *fi—i (c - rriiWi) + rriiPi* if *c - mm >* 0

while we set

fo(c) = 0 for c = 0,..., c.

(8.11)

By changing the recursion to an iterative process Gilmore and Gomory [30] and Nemhauser and Ullmann [62] developed dynamic programming algorithms with pseudo-polynomial time bounds. However, none of the algorithms are able to solve large instances: Nemhauser and Ullmann report that the largest instances solved were n = 50 with mj = 2 for all item types.

The problem about these algorithms is that the enumeration has no strategy, since the recursion formula may be evaluated without the sorting (8.5), resulting in an arbitrary enumeration. However, if we order the item types in advance, the enumeration gets even worse: We start the enumeration at those item types (1,2,...) where there is least probability (cf. Figure 8.3) for changing the solution variables from their LP-optimal values — generating billions of states before the problem even starts to be interesting.

A more efficient recursion should take into account, that generally only a few items around b need to be changed from their LP-optimal values in order to obtain the IP- optimal values. Assume that the items are ordered according to nonincreasing efficiencies, and let fs,t(c), (s < 6, t > b — 1, 0 < c < 2c) be an optimal solution to the core problem:

’ EjZlrrijPj + E^sPjXj :

ЕЙ m3W3 + Ей WjXj < c,

(8.12)

.

. Xj e {0 ,...,mj} for j = s,..., t ,

*fs,t*-1 (с - + *mtpt*

(^)

Л+м(с + г«\*) -P\*
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*fs,t*-1 (c - *Wt) + Pt*

if *t > b*

if *t* > *b, c — wt>* 0

= max

(8.13)

if *t > b, c — mtWt >* 0 if *s < b*

if *s* < *b, c + ws < 2c*

fs+i,t(c + msws) - msps if s < b, c + msws < *2*c

while we set

*fb,b-*l(c) *fb,b-*l(c)

—oo for c *=* Q,...,w — l, *p* for *c* = *ir..... 2c.*

(8.14)

Thus the enumeration starts at (s, t) = (6, b — 1) and continues by either removing some items of type s from the knapsack, or inserting some items of type t in the knapsack. An optimal solution to BKP is found as /i,n(c).

At any stage of the enumeration, it is convenient to represent the states by the cor­responding profit and weight sums (ж, p), thus with a core C = [s, t] the set of states is Ns,t = {(tti,^i), ..., (жг,рг)}, where

(8.15)

It is convenient to keep the states ordered, such that Xs>t = {(7Г1, ц\),..., (жт, pr)} satisfies 7ц < wi+i and pi < pi+1. Any state (7r, p) with p > c+X^=l rrijWj, may be fathomed, since even if we removed all items of types j < s in the forthcoming iterations, the state would never become a feasible solution. This observation implies that no states with weights p > 2c can occur, giving the algorithm space complexity 0(n2c) = O(nc).

An efficient iterative version of recursion (8.13) is obtained by applying the transforma­tion (8.2) for the current item type, such that the procedure add in Algorithm 8.1 results in [log2 + mergings of length 0(c) (see Pisinger [67] for details on the merging). This means that the time complexity for the dynamic programming is 0(cJCj=1 U°S2 mj + lj), i.e. О(nc log c) in the worst case.

For moderate core sizes \C\ = t — s + l we obtain a tighter bound, as only 0(|C|clogc) steps are necessary. Moreover we use dynamic programming by reaching, meaning that at most 0(ms ■ ms+1 • • • mt) states should be considered. Thus we obtain the time bound

*0*(mm{ms ■ ms+*1*-■-mt, iCjclogc}),

(8.16)

on the enumeration of a core C = [s, t].

1. Reduction

Although the recursion (8.13) gives a pseudo-polynomial time bound on the solution process, even less enumeration may be done by incorporating some bounding rules in thedynamic programming. Assume that the current core is C = [s,t], and that a given state i has the profit and weight sum (7^, /^). We may then fathom the state if the following condition holds:

u(i)<z +1, (8.17)

where the upper bound u(i) on the stage is obtained by relaxing the constraints on xs-\ and xt+i to xs\_i > 0 and xt+i > 0, yielding:

u(i.

*„* **I** (c ***flj)pt+***1

***Щ* + *Wt+1***

*(c* - *Hi)Ps-*1 *Щ Wa-1*

if //.,• < c, if fii > c.

(8.18)

This bound may also be used for deriving a global upper bound on (8.1) as

MBKp = max u(i), (8.19)

*iexs,t*

which has the property that it converges towards the optimal solution for increasing core sizes.

Since s — 1 or t + 1 in (8.18) may fall outside the current reduced and sorted interval [s', t1], we have to extend the core in such cases. This is done the following way:

• If all items j < s' have been fathomed due to (8.17) we choose ps-\ = 00 and ws-i = 1. Similarly if all items j > t' have been fathomed we choose pt+1 = 0 and wt+i = 1. In both cases the bounds will ensure that states which cannot be improved further are fathomed.

• Otherwise we choose one of the partially ordered intervals discarded by procedure paetsoet and try to fix as many variables xj as possible, at their optimal values.

An item type j may be fathomed if either all the available items of that type have to be included in the knapsack (j < b) or if none of the available items of that type can be included in the knapsack (j > b). Thus we may use the following fathoming tests

*p-Pj + P + Pj +*

(c — *W* + *Wj)Pb  
Щ*

*r~ -W—Wj)pb*

*Щ*

*< z +* 1

*< z + 1*

if *:i > b..* if *j < b*,

(8.20)

where the left sides are known as the weak upper bounds. If the inequality is satisfied, we may fix xj at rrij (j < 6), respectively at 0 (j > 6), and thus fathom the item type. The remaining variables are swapped to positions besides [s', f], where they are sorted and added to the core. See Pisinger [67] for more details.

1. Tightening the bound on an item type

Since the enumeration of a new item type is computationally very expensive, a strong bounding test should be used for tightening the bound on an item type l. In this way

the bound may be restricted from xe E {0,..., me} to xe E {0,..., de} if £ > b or to xi E {me — de,..., me} if l < b. Thus assume that the core is C = [s, t] and that we are going to add item type l to the core (£ = s — 1 or l = t + 1).

It is only fruitful to insert d items of type l = t +1 in the knapsack if any upper bound и on the BKP with additional constraint xe = d exceeds the current lower bound z, thus if

ue(d) > z + 1.

(8.21)

We use a generalization of the bound by Dembo and Hammer [14] for this test, obtaining

\_ . , (c-w - dwe)pb . , ,

(8.22)

p + dpe H > z + *1*.

Щ

From this inequality we may obtain the maximum number of an item type, which may be included in the knapsack, as:

*de*

*det(z* + 1 *— p,c — ю,рь, Wb)  
det(pe,we,Pb,wb)*

when £ = t + 1,

(8.23)

where we set de = me when ее = eb or when the right side of equation (8.23) is larger than me. A similar result is obtained for items of type £ = s — 1, which have to be removed from the knapsack. Here an upper bound on the number of removed items is

*de*

*det(z + l — p,c — w,Pb, Wb)  
-det(pe,we,Pb,wb)*

when £ = s — 1,

(8.24)

with the same conventions as for equation (8.23).

Although these bounds work well for most instances, tighter reductions may be derived by using enumerative bounds as presented in Pisinger [82]. Thus with the core C = [s, t] let X = Xs>t be the set of enumerated solution vectors. The ultimate check is to determine whether any state in X + £ will pass the reduction (8.18) when d items of type £ are added to the knapsack. No stronger bound can be constructed, since if the inclusion of the d items implies that a new promising branch is introduced to Xs>t there is no way of avoiding the inclusion.

If we add d items of item type £ = t + 1, any state in X + £ will be the sum (щ + dpe,Pi + dwe) where 0 < d < me, meaning that the bound (8.18) for fathoming states in X + £ becomes:

ui(i, d) = iTi + dpe + ^*^ ^e)Pt+i* |f ^ + dWf < C;

*u(i, d)*

\_ \_\*+1 (8.25)

\_ *u2(i, d) = щ* + *dpe* + *——Wg\_™1 Ps~l* if *IT + dwe > c.*

Thus an upper bound for the addition of d items of type £ is given as

ue,d = m axu(i,d), (8.26)

where we demand that > z + 1. This is a generalization of the 7r-bound presented in Pisinger [68]. From equation (8.25) we may derive the maximum amount d of itemsof the type £, which may be added to the knapsack such that state i passes the criteria u(i, d) > z + 1. The equation

щ (г, d) > z + 1 if Hi + dwi<c, (8.27)

may be written

c — Щ

det(7Tj - z-l,(ii - c,pt+i,wt+i) > ddet(pt+i,wt+i,pe,we) if d < (8.28)

Wfi

Here the left side is positive, since any state $Gl has passed the reduction (8.17), and the right side is zero, since l = t + 1. So the equation is satisfied for all states i when just d < The largest contribution we may get from this restriction is thus

*(c - ^* max

*ieX* V *Wi*

*C- HI*

*Wt*

(8.29)

since the states in X are ordered, meaning that hi is the smallest weight sum. In a similar way the equation

m2(\*, d) > z + 1 if Hi + dw(. > c, (8.30)

may be formulated as

det(7fj - 2 - l, Hi - c,ps-i,ws-i) , c- Hi

(8.31)

d < —7 г if d >

— det(p£, wt,ps-\, ws-i) we

Those states, which does not satisfy that d > £~^±, will not contribute to the bound de since they are dominated by the bound (8.29), while those states satisfying the inequality will contribute with

*d'(i)*

det(-7q *— z — \ , h, - c,ps-Uws-*1)  
-det *(pi,wi,ps-i,ws-i)*

(8.32)

Thus the tightened bound on item type £ is

d£ = max|[“—— J, J, when £ = t + 1, (8.33)

where we set de = me if the right side of equation (8.33) is larger than me­A similar result is obtained for £ = s — 1, resulting in the tightened bound

de = max j [——, Lm^ d"(i)J j , when £ = s — 1.

(8.34)

(8.35)

Here Hr is the largest weight sum in X, while d"(i) is given by

d„,., \_ det(7F7 *- z-l, Hi- c,pt+i,wt+i)* det(p£, wt,pt+i, wt+i) ‘

Note, that if £=^L > me in (8.33) we do not need to evaluate the enumerative bound, since there is no hope for tightening the bound me. A similar rule holds for (8.34) when > m Both rules may save a considerable amount of computational time.

W£ C J *1*

Computational experiments have shown, that the bounds (8.33) and (8.34) are able to tighten the bound on item type £ by 10% more than the bounds (8.23) and (8.24). For practical purpose, the simpler bounds may be more useful, especially since they are evaluated in constant time. This chapter is however focused on determining the smallest possible core in order to get a tight bound on the enumeration.

1. Solution vector

Any state (щ, fa) in the dynamic programming should not only contain the profit and weight sum, but also the corresponding solution vector x. Pisinger [82] noticed that since only a few item types around b are modified during the solution process, storing a complete solution vector x would be too comprehensive. Instead only the last a changes in the solution vector are saved. When an optimal solution is found, we reconstruct the solution vector. If more than a changes were made, we have to solve a new (smaller) problem to find the remaining vector. The process is eventually repeated. In this way, we get a space bound O(c) for the algorithm, but need to solve up to 0(n) problems. For a complete description of the technique see Pisinger [67].

1. Computational experiments

The presented algorithm has been implemented in ANSI-C, and a complete listing is available from the author on request. The following results have been achieved on a HP9000/730 computer.

We will consider the most common randomly generated data instances from the liter­ature: Uncorrelated data instances: pj and Wj are randomly distributed in [1, R]. Weakly- correlated data instances: Wj randomly distributed in [1, R] and pj randomly distributed in [wj — R/10,Wj + Rf 10] such that pj > 1. Strongly correlated data instances: Wj randomly distributed in [1, R] and pj = Wj + 10. Subset-sum data instances: Wj ran­domly distributed in [1, R] and pj = Wj. The data range R will be tested with values R = 100,1000 and 10 000, while the bounds mj are randomly distributed in [5,10].

An exact description of how the instances are generated is given in Appendix A. Each problem type is tested with a series of S = 200 instances, such that the capacity c of the knapsack varies from 1% to 99% of the total weight sum of the items. This approach takes into account that the running times depend on the chosen capacity as shown in Figure 8.1.

We will compare the presented bouknap algorithm with the mtb2 algorithm by Martello and Toth [53], which in the same paper is shown to be the most efficient of several superior algorithms. The fortran code for mtb2 has been obtained from [53]. Since mtb2 transforms the BKP to an equivalent 0-1 KP, instances larger than n = 50 000

Table I: Final core size, measured as \C\ = t — s + 1. Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 4 | 5 | 6 | 5 | 9 | 9 | 32 | 36 | 33 | 4 | 5 | 6 |
| 300 | 5 | 7 | 7 | 4 | 10 | 13 | 97 | 99 | 102 | 4 | 5 | 6 |
| 1000 | 4 | 8 | 10 | 4 | 9 | 16 | 287 | 296 | 311 | 4 | 5 | 6 |
| 3000 | 4 | 9 | 12 | 6 | 7 | 18 | 991 | 956 | 943 | 4 | 5 | 6 |
| 10000 | 4 | 6 | 15 | 11 | 5 | 17 | 3142 | 3404 | — | 4 | 5 | 6 |
| 30000 | 7 | 5 | 15 | 22 | 6 | 10 | 9282 | 9164 | — | 4 | 5 | 6 |
| 100000 | 18 | 5 | 11 | 60 | 10 | 7 | 29621 | 30080 | — | 4 | 5 | 6 |

Table II: Percentage of item types tested by the fathoming test. Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | 100 | Subset  1000 | sum 10 000 |
| 100 | 65 | 88 | 91 | 40 | 95 | 97 | 86 | 90 | 91 | 13 | 16 | 20 |
| 300 | 40 | 84 | 88 | 14 | 86 | 98 | 87 | 86 | 87 | 6 | 7 | 8 |
| 1000 | 6 | 71 | 87 | 4 | 49 | 97 | 82 | 84 | 88 | 2 | 3 | 3 |
| 3000 | 2 | 51 | 84 | 2 | 13 | 92 | 87 | 86 | 86 | 1 | 1 | 2 |
| 10000 | 1 | 15 | 76 | 1 | 2 | 69 | 84 | 87 | — | 0 | 0 | 0 |
| 30000 | 0 | 3 | 59 | 1 | 0 | 24 | 84 | 85 | — | 0 | 0 | 0 |
| 100000 | 0 | 0 | 28 | 0 | 0 | 3 | 84 | 85 | — | 0 | 0 | 0 |

Table III: Efficiency of the fathoming test in percent. Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 86 | 90 | 90 | 71 | 84 | 83 | 47 | 45 | 48 | 18 | 14 | 11 |
| 300 | 91 | 95 | 95 | 68 | 93 | 92 | 50 | 48 | 48 | 18 | 25 | 9 |
| 1000 | 85 | 98 | 98 | 57 | 95 | 97 | 52 | 53 | 53 | 16 | 22 | 11 |
| 3000 | 81 | 99 | 99 | 58 | 94 | 99 | 50 | 50 | 52 | 19 | 8 | 11 |
| 10000 | 71 | 99 | 100 | 17 | 91 | 100 | 52 | 48 | — | 23 | 26 | 9 |
| 30000 | 36 | 97 | 100 | 10 | 76 | 100 | 53 | 54 | — | 15 | 10 | 17 |
| 100000 | 71 | 85 | 100 | 15 | 74 | 99 | 54 | 54 | — | 14 | 21 | 8 |

cannot be solved due to memory limitations. In the following tables a “—” means, that the 200 instances could not be solved in totally 10 hours.

First, Table I shows the average core size for each problem type, as obtained by bouknap. It is seen that only a couple of item types need to be enumerated in order to solve the problem to optimality. However the strongly correlated instances demand a considerable enumeration. The core sizes are minimal in the sense, that for each instance one cannot find any subset of the core, such that the problem is solved to proven optimality by considering only the items in the core.

Table II gives the percentage of items, which are tested by the fathoming test (8.20). We observe that for large data instances, only a minor part of the item types need to be considered at all, proving the strength of the lazy reduction.

The next two tables show the efficiency of the presented reductions: Table III shows the efficiency of fathoming test (8.20), by stating the amount of tested item types, which

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 67 | 71 | 70 | 57 | 68 | 69 | 65 | 64 | 64 | 13 | 10 | 7 |
| 300 | 63 | 69 | 71 | 38 | 68 | 72 | 64 | 64 | 64 | 14 | 11 | 8 |
| 1000 | 37 | 70 | 71 | 21 | 66 | 70 | 64 | 65 | 66 | 12 | 11 | 6 |
| 3000 | 26 | 69 | 71 | 13 | 52 | 73 | 64 | 65 | 64 | 12 | 12 | 7 |
| 10000 | 16 | 56 | 75 | 6 | 20 | 73 | 64 | 65 | — | 12 | 12 | 7 |
| 30000 | 9 | 30 | 72 | 3 | 10 | 61 | 65 | 65 | — | 13 | 11 | 7 |
| 100000 | 3 | 12 | 77 | 1 | 5 | 28 | 65 | 64 | — | 11 | 12 | 8 |

Table

Y: Efficiency £ of bound tightening, in percent. Average of 200 instances.

Table V: Max number of states in the dynamic programming (in thousands). Average of

200 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.16 | 1.55 | 0.00 | 0.02 | 0.27 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | 0.06 | 0.62 | 7.36 | 0.00 | 0.02 | 0.27 |
| 1000 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.03 | 0.22 | 2.24 | 25.70 | 0.00 | 0.02 | 0.28 |
| 3000 | 0.00 | 0.01 | 0.02 | 0.01 | 0.01 | 0.09 | 0.81 | 9.37 | 109.67 | 0.01 | 0.03 | 0.30 |
| 10000 | 0.01 | 0.02 | 0.06 | 0.02 | 0.03 | 0.16 | 3.03 | 39.71 | — | 0.02 | 0.04 | 0.30 |
| 30000 | 0.04 | 0.05 | 0.12 | 0.08 | 0.08 | 0.20 | 13.59 | 116.96 | — | 0.05 | 0.06 | 0.31 |
| 100000 | 0.20 | 0.16 | 0.27 | 0.40 | 0.26 | 0.37 | 107.90 | 450.46 | — | 0.17 | 0.19 | 0.45 |

Table VI: Total computing time in seconds

(bouknap). Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 1 | 1 | 1 | 1 | 3 | 5 | 5 | 44 | 560 | 3 | 24 | 279 |
| 300 | 1 | 2 | 2 | 2 | 9 | 15 | 6 | 61 | 707 | 2 | 27 | 294 |
| 1000 | 1 | 7 | 7 | 3 | 16 | 21 | 11 | 116 | 1022 | 3 | 28 | 290 |
| 3000 | 2 | 10 | 20 | 6 | 30 | 55 | 22 | 191 | 1788 | 4 | 39 | 261 |
| 10000 | 3 | 12 | 28 | 9 | 33 | 114 | 37 | 361 | — | 5 | 25 | 255 |
| 30000 | 4 | 17 | 83 | 26 | 46 | 199 | 80 | 555 | — | 4 | 29 | 257 |
| 100000 | 23 | 25 | 127 | 61 | 65 | 289 | 242 | 999 | — | 3 | 23 | 276 |

were fathomed. The efficiency of the tightening of bounds (8.34) is given in Table IV as

C = - di)

(8.36)

EUs щ

Finally Table V shows the maximum amount of states at any stage of the dynamic programming. The number of states increases with larger data-range R and problem size n. However due to the compact representation of the solution vector x, even large strongly correlated instances may be solved.

The last two tables (Table VI and VII) compares the running times of bouknap with those of mtb2. Notice, that mtb2 has substantial stability problems for low-ranged data instances even of relatively small size. Also subset-sum data instances show a few anomalous occurrences. On the other hand bouknap has a very stable behavior, solving

Table VII: Total computing time in seconds

'mtb2). Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | Subset sum 100 1000 10 000 | | |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.02 | — — — | 0.00 | 0.02 | 0.15 |
| 300 | 0.01 | 0.01 | 0.01 | 0.00 | 0.03 | 0.06 | — — — | 0.00 | — | 40.96 |
| 1000 | 0.01 | 0.03 | 0.04 | 0.01 | 0.05 | 0.26 | — — — | 0.00 | 0.01 | 0.09 |
| 3000 | 0.02 | 0.05 | 0.14 | 62.58 | 0.04 | 0.57 | — — — | 0.01 | 0.02 | 0.10 |
| 10000 | 14.72 | 0.11 | 0.43 | — | 0.17 | 0.98 | — — — | 0.05 | 0.06 | 0.14 |
| 30000 | — | 0.31 | 1.09 | — | — | 1.04 | — — — | 0.18 | 0.19 | 0.26 |
| 100000 | — | — | — | — | — | — | — — — | — | — | — |

most instances within a fraction of a second. The strongly correlated instances demand more computational time, but the effort grows linearly with the problem size n and the data range R. In Appendix B, similar tests have been performed with mj randomly generated in [50,100]. The computational times for these instances even clearer show the benefits of bouknap.

It is interesting to compare Table VII with Table II, since mtb2 has the worst com­putational times in those situations, where fewest items need to be considered in order to solve the problem. This demonstrates that mtb2 does not fully utilize the benefits of solving a core problem, since mtb2 frequently spends more time for solving the core problem than a complete sorting and reduction would take.

1. Conclusions

We have presented a complete algorithm for the exact solution of the Bounded Knapsack Problem, which has the time bound

0(n + mm{ms ■ ms+i-■-nit, jCjclogc}), (8.37)

where the term 0(n) is dominant for small core sizes \C\ = t — s + 1. This result is strengthened by the fact that the presented algorithm enumerates the smallest possible core. Since the reduction and sorting is done by need, these preprocessing steps are also minimized, although they have lower priority than the enumeration.

Moreover we have demonstrated that the transformation approach which was proposed by Martello and Toth [53] leads to hard data instances, even for relatively small instances. The presented algorithm does not have these problems, and computational experiments document, that bouknap outperforms mtb2 for all kinds of randomly generated problem types.

Finally it should be mentioned that bouknap is well suited as an approximate al­gorithm, since the enumeration may be abandoned when the global upper bound uBKP differs less than a given threshold value from the current solution.

Appendix A: Generating test instances

In order to let other authors generate the same test instances as applied in Section 8.8, we here include an algorithm for generating the test data.

The standard lrand48 generator of the C library is used for generating pseudo­random profits and weights. The lrand48 generator is using the well-known linear congruential algorithm, which generates a series of numbers XlyX2, X3,... as

Xi+i = (aXi + d) mod m, (8.38)

where a = 25214903917, d = 11 and m = 248. The first 31 bits of the number are returned for lrand48. A seed s for the algorithm is given by procedure srand48 as:

X0 = s • 216 + 13070.

(8.39)

Table VIII: Checksums for optimal solutions given as mod 1000.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 715 | 95 | 435 | 893 | 695 | 148 | 510 | 871 | 835 | 692 | 311 | 400 |
| 300 | 263 | 897 | 650 | 823 | 404 | 45 | 856 | 910 | 286 | 436 | 438 | 514 |
| 1000 | 793 | 818 | 751 | 698 | 10 | 543 | 663 | 196 | 648 | 783 | 256 | 758 |
| 3000 | 692 | 161 | 184 | 699 | 735 | 33 | 369 | 864 | 251 | 959 | 734 | 761 |
| 10000 | 931 | 75 | 120 | 325 | 900 | 778 | 809 | 429 | — | 269 | 429 | 830 |
| 30000 | 347 | 958 | 62 | 337 | 267 | 927 | 132 | 662 | — | 922 | 792 | 703 |
| 100000 | 515 | 904 | 833 | 748 | 897 | 214 | 407 | 922 | — | 407 | 672 | 998 |

For a given data range R, bound range M, instance size n, and problem type t (uc, wc, sc, ss) we constructed S = 200 different data instances as follows:

procedure testinstance(n, .1/, Д, t, i); { Generate test instance i, 1 < i < S }

W := 0; R' := [Д/IOJ;

SEAND48(i); { Use i as seed for the sequence of random numbers } for j := 1 to n do

Wj := (lrand48 mod R) + 1; rrij := (lrand48 mod М/2) + М/2; case t of

uc: pj := (lrand48 mod R) + 1;

wc: pj := Wj — R + (lrand48 mod (2R + 1));

if (pj < 0) then pj := I; fi; sc: pj := Wj + 10; ss: Pj := Wj; esac;

W := W + uij Wj: rof;

<•:= L(;\*№')/(S + 1)J;

if (c < R) then c := R + 1; fi; for j := I to n do

if (rrijWj > c) then rrij := [c/wj\; fi; rof;

Table IX: Checksums for applied capacities given as Yh=\ C mod 1000.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 85 | 253 | 455 | 85 | 253 | 455 | 692 | 311 | 400 | 692 | 311 | 400 |
| 300 | 981 | 138 | 395 | 981 | 138 | 395 | 436 | 438 | 514 | 436 | 438 | 514 |
| 1000 | 848 | 95 | 634 | 848 | 95 | 634 | 783 | 256 | 758 | 783 | 256 | 758 |
| 3000 | 4 | 908 | 263 | 4 | 908 | 263 | 959 | 734 | 761 | 959 | 734 | 761 |
| 10000 | 898 | 295 | 741 | 898 | 295 | 741 | 269 | 429 | — | 269 | 429 | 830 |
| 30000 | 431 | 15 | 109 | 431 | 15 | 109 | 922 | 792 | — | 922 | 792 | 703 |
| 100000 | 15 | 477 | 669 | 15 | 477 | 669 | 407 | 672 | — | 407 | 672 | 998 |

Table X: Number of iterations used for obtaining the solution vector. Average of 200

instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.1 | 1.0 | 1.0 | 1.0 | 1.0 |
| 300 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.1 | 1.3 | 1.3 | 1.3 | 1.0 | 1.0 | 1.0 |
| 1000 | 1.0 | 1.0 | 1.0 | 1.0 | 1.1 | 1.3 | 1.9 | 1.8 | 1.9 | 1.0 | 1.0 | 1.0 |
| 3000 | 1.0 | 1.0 | 1.1 | 1.1 | 1.0 | 1.4 | 2.6 | 3.0 | 2.9 | 1.0 | 1.0 | 1.0 |
| 10000 | 1.0 | 1.0 | 1.3 | 1.5 | 1.0 | 1.5 | 2.8 | 5.1 | — | 1.0 | 1.0 | 1.0 |
| 30000 | 1.2 | 1.0 | 1.2 | 1.8 | 1.1 | 1.2 | 2.9 | 7.6 | — | 1.0 | 1.0 | 1.0 |
| 100000 | 1.6 | 1.0 | 1.1 | 2.2 | 1.5 | 1.0 | 2.9 | 11.6 | — | 1.0 | 1.0 | 1.0 |

The if -statement in the weakly correlated instances ensures that pj is a positive integer, while the last lines of the algorithm ensures that rrijWj < c and rrij > 1 for all j = 1,..., n. Checksums of the optimal solutions and capacities are given in Table VIII and IX.

Appendix B: Additional computational results

In this section we bring the results of some computational experiments which did not fit into the main section.

First, Table X brings the number of iterations, which are needed to define the complete solution vector as described in Section 8.7. For easy data instances, less than two iterations are needed on the average, meaning that there is a minimal overhead for this part of the algorithm. For strongly correlated instances, up to a dozen iterations are needed, but still less than 10% of the solution time is spent for reconstructing the solution vector.

Table XI shows the gap Г between the LP-optimal and the IP-optimal solution. Balas and Zemel [4] showed that the hardness of a 0-1 Knapsack Problem depends on the correlation and the gap Г. This explains that instances with coefficients generated in a large range R, generally are harder to solve than the same instances where the coefficients are generated in a small range, since the gap Г grows with increasing data range.

Finally Table XII and XIII shows the standard deviation on the running times of bouknap and mtb2. Apart from the strongly correlated instances — which apparently have a very large variation in the running times — most of the variations are very small.

Table XI: Gap Г between LP-optimal solution and IP-optimal solution. Average of 200

instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 2.8 | 35.7 | 364.2 | 0.4 | 10.7 | 110.0 | 4.5 | 5.0 | 4.7 | 0.0 | 0.0 | 0.0 |
| 300 | 1.1 | 15.4 | 153.7 | 0.1 | 3.6 | 51.5 | 4.5 | 4.6 | 4.8 | 0.0 | 0.0 | 0.0 |
| 1000 | 0.1 | 5.9 | 63.5 | 0.0 | 1.1 | 18.6 | 4.2 | 4.2 | 4.4 | 0.0 | 0.0 | 0.0 |
| 3000 | 0.0 | 2.1 | 28.6 | 0.0 | 0.3 | 7.2 | 4.6 | 4.7 | 4.4 | 0.0 | 0.0 | 0.0 |
| 10000 | 0.0 | 0.5 | 9.7 | 0.0 | 0.1 | 2.3 | 4.3 | 4.9 | — | 0.0 | 0.0 | 0.0 |
| 30000 | 0.0 | 0.1 | 3.7 | 0.0 | 0.0 | 0.5 | 4.3 | 4.4 | — | 0.0 | 0.0 | 0.0 |
| 100000 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.1 | 4.1 | 4.2 | — | 0.0 | 0.0 | 0.0 |

Table XII: Standard deviation computational times bouknap. Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | Subset sum 100 1000 10 000 | | |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.02 | 0.20 | 2.35 | 0.00 | 0.02 | 0.26 |
| 300 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | 0.06 | 0.74 | 8.80 | 0.00 | 0.02 | 0.24 |
| 1000 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.02 | 0.27 | 2.93 | 31.81 | 0.00 | 0.02 | 0.24 |
| 3000 | 0.00 | 0.01 | 0.01 | 0.01 | 0.01 | 0.06 | 0.87 | 11.21 | 133.46 | 0.00 | 0.03 | 0.25 |
| 10000 | 0.01 | 0.01 | 0.03 | 0.01 | 0.02 | 0.09 | 3.55 | 46.41 | — | 0.01 | 0.02 | 0.24 |
| 30000 | 0.02 | 0.01 | 0.07 | 0.09 | 0.05 | 0.13 | 14.46 | 158.89 | — | 0.01 | 0.02 | 0.25 |
| 100000 | 0.30 | 0.02 | 0.10 | 0.71 | 0.14 | 0.22 | 113.94 | 615.35 | — | 0.01 | 0.02 | 0.24 |

Table XIII: Standard deviation computational times mtb2. Average of 200 instances.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | Subset sum 100 1000 10 000 | | |
| 100 | 0.00 | 0.01 | 0.01 | 0.00 | 0.02 | 0.02 | — — — | 0.00 | 0.08 | 0.23 |
| 300 | 0.07 | 0.01 | 0.01 | 0.00 | 0.03 | 0.07 | — — — | 0.00 | — | 576.25 |
| 1000 | 0.01 | 0.02 | 0.04 | 0.04 | 0.05 | 0.26 | — — — | 0.00 | 0.01 | 0.10 |
| 3000 | 0.01 | 0.03 | 0.14 | 631.67 | 0.03 | 0.60 | — — — | 0.00 | 0.01 | 0.13 |
| 10000 | 205.07 | 0.04 | 0.39 | — | 0.73 | 0.91 | — — — | 0.00 | 0.02 | 0.12 |
| 30000 | — | 0.07 | 0.86 | — | — | 1.40 | — — — | 0.01 | 0.03 | 0.13 |
| 100000 |  |  |  |  |  |  | —- —- —- | —- | —- | —- |

However mtb2 has a very large variation at the anomalous occurrences, showing that it is only a few instances, which takes up almost all the computational time.

Data instances, where the bounds rrij are distributed in [50,100], are considered in Table XIV and XV. Solution times for both of the algorithms are given for the data ranges R = 100 and R = 1000 (range R = 10 000 causes overflow in the integer arithmetics). As in the previous case, it is seen that mtb2 has several anomalous occurrences, even for small-ranged instances. On the other hand bouknap has a stable behavior, solving all problems in a few seconds (apart from the strongly correlated instances). It should especially be noted, that solving a BKP which involves up to 100000 items (1000 item types with bounds up to 100) is considerably more efficient than solving a 0-1 Knapsack Problem of similar size [82]. Thus in cases, where several items of same profit and weight occur, a transformation from the 0-1 Knapsack Problem to a Bounded Knapsack Problem will yield a considerable decrease in the computational times.

Table XIV: Total computing time in seconds (bouknap) when rrij is distributed in [50,100]. Average of 200 instances.

Table XV: Total computing time in seconds (mtb2) when rrij is distributed in [50,100]. Average of 200 instances.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 | | Weakly corr. 100 1000 | | Strongly corr. 100 1000 | | Subset  100 | sum  1000 |
| 100 | 0.00 | 0.00 | 0.00 | 0.01 | 0.04 | 0.49 | 0.03 | 0.34 |
| 300 | 0.00 | 0.01 | 0.01 | 0.03 | 0.15 | 1.88 | 0.03 | 0.33 |
| 1000 | 0.00 | 0.01 | 0.01 | 0.06 | 0.62 | 6.42 | 0.03 | 0.34 |
| 3000 | 0.01 | 0.03 | 0.02 | 0.09 | 2.96 | 20.55 | 0.04 | 0.31 |
| 10000 | 0.03 | 0.07 | 0.13 | 0.14 | 23.09 | — | 0.05 | 0.38 |
| 30000 | 0.16 | 0.12 | 0.51 | 0.24 | 175.71 | — | 0.07 | 0.37 |
| 100000 | 1.05 | 0.29 | 3.78 | 0.58 | — | — | 0.20 | 0.57 |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 | | Weakly corr. 100 1000 | | Strongly corr. 100 1000 | | Subset  100 | sum  1000 |
| 100 | 0.00 | 0.01 | 0.15 | 0.03 | — | — | 35.18 | 67.45 |
| 300 | 0.22 | 0.02 | 0.46 | 0.06 | — | — | — | — |
| 1000 | 0.02 | 0.05 | 41.36 | 0.07 | — | — | 0.01 | 0.02 |
| 3000 | 0.04 | 0.09 | — | 0.33 | — | — | 0.03 | 0.03 |
| 10000 | 0.95 | 0.22 | — | 0.22 | — | — | 0.10 | 0.12 |
| 30000 | — | 0.55 | — | 5.61 | — | — | 0.33 | 0.34 |
| 100000 | — | — | — | — | — | — | — | — |

Chapter 9

Dominance Relations in Unbounded Knapsack Problems

The Unbounded Knapsack Problem (UKP) is a generalization of the 0-1 Knap­sack Problem where an unlimited amount of each item type is available. In any efficient algorithm for UKP the reduction of dominated item types plays a central role, as the size of an instance may be decreased considerably this way. Traditionally the dominance test has been based on a sorting of the item types according to non­increasing profit-to-weight ratios, but a faster reduction may be obtained by sorting according to nondecreasing weights, since then the so-called quotient jumping tech­nique may be applied. Computational experiments are provided to demonstrate the efficiency of the presented algorithm.

Keywords: Knapsack Problem, Dominance Relation.

* 1. Introduction

The Unbounded Knapsack Problem (UKP) is defined as

П

maximize ^ pjXj

i=i

П

subject to Y,wJXj < ci (9-1)

j=i

xj > 0, integer, j = 1,..., n,

where (pj, Wj) are the profits and weights of the item types, and c is the capacity of the knapsack.

The UKP is MV-hard, but it may be solved in pseudo-polynomial time through dy­namic programming [53]. The problem has several applications in financial management, cargo loading and cutting stock, and it appears also by surrogate relaxation of IP problems with nonnegative coefficients. The Unbounded Knapsack Problem may be transformed to a Bounded Knapsack Problem by imposing the constraint Xj < \c/wj\ for each vari­able considered, but according to Martello and Toth [53], algorithms for the Bounded Knapsack Problem perform rather poorly for instances of this kind.

Dudzinski [18] has shown that several frequently occuring instances of the UKP may be reduced to less than a dozen item types by a preliminary dominance based reduction, and Martello and Toth [53] presented a branch-and-bound algorithm for the exact solution of the remaining problem.

Since a majority of the computational time is spent for the reduction, this chapter is focused on two aspects of the reduction: We want to develop faster reduction algorithms than those previously published, and we will identify classes of instances, which cannot be reduced as efficiently as demonstrated in [18,54], thus opening up for further research in the design of algorithms for UKP.

In Section 9.2 we introduce several reduction algorithms from the existing literature as well as of novel origin. Choosing the dominance reduction by Martello and Toth [53] for further consideration, we develop a fast reduction algorithm in Section 9.3, and experimentally compare it to previously published algorithms in Section 9.4. The chapter is finally ended with a conclusion in Section 9.5.

* 1. Reduction algorithms

An efficient way of solving UKP is to first apply some dominance relations to fathom infeasible item types, and then to solve the remaining problem through enumerative tech­niques. The general form of dominance is defined as follows:

Definition 9.1 Given an item type j, and a set of item types A,..., id where R Ф j for к = 1,..., d, but where the indices {4} are not necessarily distinct. If

ph + ...+pid> pj (9.2)

wh + ... + wid < Wj (9.3)

then item type j is said to be dominated by item types ц,... ,id.

Obviously a dominated item type j may be fathomed from the problem, as any optimal solution with xj > 0 may be replaced by a solution where the same amount of types \*i,..., id are chosen instead.

A complete testing of dominance is however computationally very expensive, so in the following we will restrict the discussion to the case where ц,..., id all are same. The tightest choice of d in this case is d = [wj/wi\ as this results in the largest left side of (9.2) still satisfying constraint (9.3).

Definition 9.2 For two given item types г, j where i Ф j, we say that type j is dominated by type i if

Pi > pj. (9.4)

*щ*

*W,i \_*

This dominance was introduced by Martello and Toth [54].

Martello and Toth give an efficient algorithm for reducing the dominated items by first sorting the items according to their profit-to-weight ratios

Pj\_ у Pj+L

(9.5)

Wj ~ Wj+i

breaking ties such that Wj < Wj+i. Then the following algorithm is performed:

Algorithm mt

m := n;

for i := I to in do

for j := i + 1 to m do

if *[wj/wi\pi >* pj then fathom type j

where the number of undominated item types m is decreased each time an item type j is fathomed. Due to the sorting, Algorithm mt has the complexity 0(nlogn + mn), thus if m is large we get the bound 0(n2) which is the best obtainable, as for the so- called subset sum data instances, Definition 9.2 corresponds to a divisibility test of the n weights. In situations where m is much smaller than n, the sorting however takes a majority of the solution time, thus resulting in an empirical solution time of 0(n\ogn). Therefore Dudzinski [18] proposed an 0(mn) algorithm based on the observation that the dominance relation (9.4) is a partial ordering, making it possible to use techniques by Polak and Payne [86] and Majchrzak [45] for eliminating dominated items without sorting. The algorithm of Dudzinski repeatedly finds an undominated item type i, and fathoms all item types dominated by i in linear time as follows:

Algorithm MN

m := n;

for i := I to in do

for j := i + 1 to m do

if [wi/wj\pj > Pi then swap(i,j); for j := i + 1 to m do

if *\wjfwi\pi* > *pj* then fathom type j

where m is decreased each time an item type j is fathomed. As we do not demand any sorting of the item types in Algorithm MN, it is more efficient than Algorithm mt when m < log n.

* 1. Improved reduction

The sorting according to nondecreasing profit-to-weight ratios (9.5) plays a central role in the solution of several Knapsack Problems. However when considering dominance relations for the UKP, faster algorithms may be obtained by sorting according to nonde­creasing weights Wj.

Proposition 9.1 Algorithm mt works equally well with the item types ordered according to nondecreasing weights (breaking ties such that pj > Pj+\).

Proof Condition (9.4) never holds if Wi > Wj or if Wi = Wj and Pi <Pj. □

As a matter of fact, we only need to sort according to nondecreasing weights, as ties may be broken afterwards in linear time by the following algorithm:

Algorithm peep m := 1;

for j := 2 to n do

if (pj > pm) then

if (wj Ф wm) then m := m + 1; swap(j, m);

As the weights are increasing, we only have to ensure that the profits also are increasing as otherwise item type j is dominated by type m. Ties Wj = wm are handled such that if Pj > pm then item type j dominates type m and thus overwrites it.

We define the quotient = [wj/wi\ for item types i < j. Due to the ordering of the weights an obvious consequence of the definition is

Proposition 9.2 The values satisfy that > di+ij and dy < dy+ь Thus they are decreasing for increasing i, and increasing for increasing j.

Proposition 9.3 If several item types A,..., 4 have the same quotient dy for a fixed j then only the last item type R is tight, meaning that we only need to consider ih when testing for dominance.

Furthermore item types i with dy = 1 need not to be considered at all as they will never dominate item j.

Proof As both the profits and weights are increasing for the considered indices A,..., 4, we obtain the largest value of dijPi for index ih, when demanding dijWi < Wj. Thus if condition (9.4) does not hold for ih, then it will neither hold for A,..., 4-i-

The second part of the proposition is a consequence of the increasing profits, thus for dij = 1 we get d^pi < pj as i < j. □

For a given item type j let £d denote the index of the tight item type corresponding to the quotient d

&d = fcf \*: - d}' (9-6)

Proposition 9.4 The values Pd have the property that Pd > Pd+l and Pd < Pd+1, i.e. they are decreasing for increasing d, and increasing for increasing j.

Example 9.1 The current undominated item types are given in Table I, and we are testing the dominance of type (pj, Wj) = (32, 30). Only item types i = 1, 2, 5, 8 are tight, and thus need to be considered due to Proposition 9.3. We find that item type i = 8 dominates type j, and thus fathom the latter.

Table I: Undominated item types when reducing (pj, Wj) = (32,30)

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| i | l | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| Pi | 4 | 5 | 7 | 8 | 9 | 10 | 12 | 16 | 17 | 19 | 22 | 25 | 28 | 30 | 31 |
| Щ | 5 | 7 | 8 | 9 | 10 | 12 | 13 | 15 | 18 | 19 | 21 | 24 | 26 | 27 | 28 |
| fl ’ '  al3 | 6 | 4 | 3 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

For practically occurring data instances, we may assume that the weights are distributed in a limited interval thus there cannot be more than D = [R2/Ri\ different

values of c%. By saving the values i3d from the previous reduction of an item type j, we may obtain an O(Dn) reduction algorithm as follows:

For each item type j = 2,...,nwe test whether one of the preceding undominated item types i = 1,..., m dominates j. Thus for each pair i,j we find the quotient d = [wj/wi\, and use it for deriving the index of the tight item id from last iteration. If £d > i we may immediately jump forward to i = id, as dy = d for the intervening indices due to Proposition 9.2. Now either i is tight, or we move id forward till it becomes tight as sketched in the following algorithm:

Algorithm min

m := 1;

for i := I to D do C := 0; for j := 2 to n do

{ place j right after the undominated item types } swap(j, m + 1); for *i* := I to *in.* do

d := \%Uj/wi\;

{ type j is not dominated when d = 1} if (d = 1) then m := m + 1; break; fi;

{ quotient jumping}

if (id > i) then i := id else id := /; fi;

{ test if j is dominated by i} if (d ■ Pi > pj) then break; fi;

As we only consider each item type j once, and since i runs through the set of undominated item types bounded by m, the time complexity is 0(mn). Moreover the quotient jumping technique yields the bound 0(Dn) since each iteration of the inner loop may be considered as one of the following steps:

1. The index id is tight for the current value of d. There are at most D tight dominance tests for each item type j, yielding the complexity O(Dn).
2. Index id is not tight so we are moving the pointer forward. There are at most D pointers id, and each can be moved at most m steps, yielding the bound О (Dm).

Thus Algorithm min has the time complexity 0(mm(mn, Dn)). Notice, that if D is large, we do not have to save all values of id. Computational experiments indicate, that about 100 values yield the best performance. In this case the quotient jumping line of Algorithm min should be preceded with a test whether d < 100.

Example 9.2 In continuation of Example 9.1, Table II shows the dominance test of the next item type (pj, Wj) = (33,32). The index l§ = 1 is unchanged from previous reduction, while £\* has to be iterated forward to £4 = 3. The final indices £3 = 5 and £2 = 8 are unchanged. Thus the inner loop of Algorithm min has to be executed five times in order to prove that the item type j is not dominated.

Table II: Undominated item types when reducing (pj, wfi) = (33,32)

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| i | i | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| Pi | 4 | 5 | 7 | 8 | 9 | 10 | 12 | 16 | 17 | 19 | 22 | 25 | 28 | 30 | 31 |
| Щ | 5 | 7 | 8 | 9 | 10 | 12 | 13 | 15 | 18 | 19 | 21 | 24 | 26 | 27 | 28 |
| ul3 | 6 | 4 | 4 | 3 | 3 | 2 | 2 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

A nice property of Algorithm min is that only O(n) copyings of the items are performed. Both algorithm mt and mn need 0(mn) copyings of the item types. Moreover Algorithm min only needs one array for the items, as dominated item types are swapped to the end of the array, and thus preserved.

We end this section with a final refinement: Numerous results from the solution of 0-1 Knapsack Problems have shown that a heuristic reduction of the item types, before the sorting, may bring the solution times down to linear time for easy data instances. Thus we choose the element b with the largest profit-to-weight ratio and use it for reducing the remaining item types in 0(n). The undominated items are then sorted and reduced by Algorithm peep and min. This results in the following algorithm:

Algorithm pmin

find the item type b with largest profit-to-weight ratio, braking ties such that b has the smallest weight, remove item types dominated by type b. sort the remaining items according to nondecreasing weights, procedure prep removes trivially dominated item types, procedure min completes the reduction.

* 1. Computational experiments

Both Martello and Toth [54] and Dudzinski [18] remark that “the number of undominated item types is always very small and grows slowly with n”. However this property only holds if the weights are distributed in [Ri, R2\ where R\ is very small (both references use R\ = 10). Thus to get a better impression of the algorithms we test with varying values of Ri, while R2 is chosen large in order not to favorize the 0(Dn) algorithm. We also consider the so-called subset-sum problems which till now have not been considered in the literature of UKP.

We construct the data instances in the following way: The weights Wj are randomly distributed in [Ri, R2], while the distribution of the profits depend on the problem type as follows. Uncorrelated data instances: pj are randomly distributed in [1, R2\. Weakly- correlated data instances: pj is randomly distributed in [wj —100, Wj +100] such that pj > 1. Strongly correlated data instances: pj = iyj + 100. Subset-sum data instances: pj = Wj. All the presented algorithms have been implemented in C, and run on a HP9000/730.

Table III gives the average solution times for each of the algorithms mt, mn and pmin when reducing n = 100 000 item types. It is seen that for easy instances, mt spends most of the time on sorting the item types, meaning that algorithm mn is about five

Table III: Solution times in seconds, weights Wj randomly distributed in [ДЬД2], i?2 = 30 000. Average of 20 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| type | Ri | m | MT | MN | PMIN |
|  | l | 1 | 1.09 | 0.16 | 0.08 |
|  | 3 | 2 | 1.09 | 0.17 | 0.10 |
|  | 10 | 3 | 1.12 | 0.20 | 0.12 |
|  | 30 | 4 | 1.15 | 0.22 | 0.15 |
| Uncorrelated | 100 | 5 | 1.14 | 0.22 | 0.15 |
|  | 300 | 7 | 1.15 | 0.22 | 0.15 |
|  | 1000 | 8 | 1.15 | 0.22 | 0.15 |
|  | 3000 | 9 | 1.15 | 0.22 | 0.15 |
|  | 10000 | 9 | 1.15 | 0.23 | 0.15 |
|  | 1 | 2 | 1.09 | 0.16 | 0.09 |
|  | 3 | 2 | 1.09 | 0.17 | 0.10 |
|  | 10 | 4 | 1.12 | 0.19 | 0.11 |
|  | 30 | 6 | 1.14 | 0.22 | 0.15 |
| Weakly corr. | 100 | 16 | 1.15 | 0.22 | 0.15 |
|  | 300 | 46 | 1.16 | 0.24 | 0.15 |
|  | 1000 | 152 | 1.56 | 0.51 | 0.22 |
|  | 3000 | 465 | 6.92 | 2.88 | 0.54 |
|  | 10000 | 1751 | 73.09 | 23.29 | 0.62 |
|  | 1 | 1 | 1.06 | 0.15 | 0.08 |
|  | 3 | 3 | 1.09 | 0.17 | 0.10 |
|  | 10 | 10 | 1.09 | 0.21 | 0.10 |
|  | 30 | 29 | 1.13 | 0.22 | 0.15 |
| Strongly corr. | 100 | 98 | 1.16 | 0.26 | 0.15 |
|  | 300 | 290 | 1.36 | 0.53 | 0.16 |
|  | 1000 | 969 | 5.04 | 3.85 | 0.23 |
|  | 3000 | 2924 | 51.78 | 35.37 | 0.59 |
|  | 10000 | 9932 | 481.27 | 534.39 | 0.65 |
|  | 1 | 1 | 1.07 | 0.15 | 0.09 |
|  | 3 | 3197 | 29.26 | 58.21 | 0.98 |
|  | 10 | 3287 | 40.14 | 96.26 | 1.73 |
|  | 30 | 3392 | 48.03 | 115.60 | 2.78 |
| Subset sum | 100 | 3688 | 64.63 | 144.16 | 3.33 |
|  | 300 | 4938 | 108.60 | 246.68 | 1.62 |
|  | 1000 | 7014 | 211.75 | 476.83 | 0.95 |
|  | 3000 | 10127 | 400.32 | 871.66 | 0.75 |
|  | 10000 | 14933 | 809.32 | 1572.60 | 0.66 |

Table IV: Remaining number of item types m! after heuristic reduction, compared to final number of item types m. Weights Wj randomly distributed in [Дь R2], Д2 = 30 000. Average of 20 instances.

|  |  |
| --- | --- |
| type i?i | m m' |
| 1 | 1 1 |
| 3 | 2 3 |
| 10 | 3 7 |
| 30 | 4 15 |
| Uncorrelated 100 | 5 19 |
| 300 | 7 40 |
| 1000 | 8 95 |
| 3000 | 9 128 |
| 10000 | 9 300 |
| 1 | 2 4 |
| 3 | 2 6 |
| 10 | 4 10 |
| 30 | 6 21 |
| Weakly corr. 100 | 16 111 |
| 300 | 46 1202 |
| 1000 | 152 16377 |
| 3000 | 465 83308 |
| 10000 | 1751 98487 |
| 1 | 1 1 |
| 3 | 3 8 |
| 10 | 10 31 |
| 30 | 29 99 |
| Strongly corr. 100 | 98 338 |
| 300 | 290 2006 |
| 1000 | 969 18917 |
| 3000 | 2924 86619 |
| 10000 | 9932 99482 |
| 1 | 1 1 |
| 3 | 3197 66683 |
| 10 | 3287 89979 |
| 30 | 3392 96667 |
| Subset sum 100 | 3688 99000 |
| 300 | 4938 99669 |
| 1000 | 7014 99901 |
| 3000 | 10127 99967 |
| 10000 | 14933 99990 |

times faster. The difference is however not as large as reported in Dudzinski [18] due to hardware differences as Dudzinski uses a PC for his computational experiments (The PC is very slow at comparing floating-point numbers, thus showing a large gain by avoiding the preliminary sorting). The preprocessing of pmin means that only a few items need to be sorted, implying that pmin has a solution time comparable to mn for easy instances.

For hard instances, where m is large, the performance of mt and mn interchanges. Now mt runs faster, as the sorting of the item types means that more types may be removed in the first iteration. Algorithm pmin is however clearly superior to the other algorithms, as the two time bounds 0(mn) and O(Dn) complement each other well: When Ri is small, m generally also is small, while if R\ is large, D becomes small. Thus the worst solution times are seen for medium sizes of R\.

For several of the considered instances, the number of undominated item types is considerably larger than reported by Martello and Toth [54] and Dudzinski [18], as these references only consider instances with Ri = 10. The behavior of exact algorithms for instances where m is large has still not been considered.

Finally Table IV gives the efficiency of the heuristic reduction with item type b. Thus the column m! gives the number of remaining items that need to be sorted by Algorithm pmin. It is seen that for easy data instances, this heuristic reduction is almost as efficient as a complete reduction, since m! generally is close to m. This means, that in some applications, a heuristic reduction may be sufficient. However for hard instances, like the strongly correlated and subset-sum instances, a complete reduction is still beneficial.

* 1. Conclusion

We have presented a dominance based reduction algorithm for UKP, which has the time bound 0(nlogn + min(ran, Dri)), where D = [R2/Ri\. Computational experiments have demonstrated a superior performance even for large values of R2. However for exponen­tially growing weights, all the presented algorithms degenerate to time complexity 0(n2), which is the best obtainable.

It has been proved that a sorting of the item types according to weights is equivalent to the sorting according to profit-to-weight ratios (while sorting according to profits is a third variant). Ties in the sorting of weights do not need to be handled in any specific way, as they may be treated in 0(n) time after the sorting.

We have identified non-trivial data instances for UKP by increasing the lower bound R\ on the weights. It would be interesting to compare exact solution algorithms when applied to these instances.

Finally we have introduced the most general form of dominance relations for UKP. Efficient algorithms for this reduction are open for future research.

CHAPTER 9. DOMINANCE RELATIONS IN UNBOUNDED KP

156

Chapter 10

Subset-sum Problems

The Subset-sum Problem (SSP) is the problem of choosing a subset of the weights wi,...,wn such that the total sum is maximized without exceeding a given capacity c. Assuming that the weights are bounded by a constant r, it is well known that SSP may be solved in 0(n2r) time through dynamic programming. However if we only consider the “balanced” states in the dynamic programming, an algorithm with linear time bound 0(nr) is derived.

Keywords: Subset-sum Problem, Dynamic Programming.

1. Introduction

The Subset-sum Problem (SSP) is the problem of choosing a subset of the weights Wi,..., wn such that the total sum is maximized without exceeding the capacity c. It may be formulated as the following maximization problem

П

maximize z = ^ wjxj

i=i

П

subjet to Y,wiXj < c, (10.1)

j=i

xj e {0, l}, j = l,..., n,

where all weights Wj and the capacity c are positive integers. To ensure nontrivial problems we will assume that J2j=i Wj > c, and that Wj < c for j = 1,..., n.

The Subset-sum Problem may be considered as a special case of the 0-1 Knapsack Problem, where the profit pj equals the weight for each item. In spite of this restriction SSP has numerous applications: Diffe and Heilman [17] designed a public cryptography scheme whose security relies on the difficulty of solving the SSP problem, while Dietrich and Escudore [15,16] developed a procedure for strengthening LP bounds in general integer programming based on SSP problems. According to Martello and Toth [50] SSP can also be applied for solving cargo loading, cutting stock and two-processor scheduling problems.

Although SSP is jVP-hard [53] it is well known that the problem may be solved in psudo-polynomial time through dynamic programming. Let /j(c), (0 < i < n, 0 < c < c)be an optimal solution value to the subproblem of SSP, which is defined on items 1,..., i with capacity c. Then the recursion by Bellman [5] is

/i-i(c) for *c = 0,...,Wi-l*

(10.2)

max{fi-i(c), fi-i(c-Wi) + Wi} for c = wu...,c

while we set

fo(c) = 0 for c = 0, (10.3)

In this way we obtain the time and space complexity 0(nc). If the weights Wj are bounded by a fixed constant r, the complexity may be written 0(n2r), which has been accepted as a de facto minimum for several decades. A linear time algorithm running in 0(nr) may however be obtained by considering only the so-called “balanced” states in the dynamic programming. In Section 10.2 we will introduce the concept of balanced operations and balanced fillings, while Section 10.3 brings an iterative algorithm with time and space bound 0(nr). Section 10.4 shows how this algorithm may be changed from dynamic pro­gramming by pulling to dynamic programming by reaching, and Section 10.5 shows some computational experiments with hard data instances. Finally Section 10.6 generalizes the algorithm to knapsack problems, where an 0(nr2) algorithm is obtained.

1. Balanced operations

We define the break item b as the first item which does not fit into the knapsack, when including the items successively 1,2, Thus we have

6-i 6

Wj < c < WP (Ю-4)

3 =1 3 = 1

The break solution x' is the feasible solution which occur by including items up to b in the knapsack, thus x'j = 1, j = 1,..., b — 1 and x'j = 0, j = b,..., n. The weight sum corresponding to the break solution is denoted by w. We will use the symbol x\* for an optimal solution to SSP, and define the range r as the largest of the weights W\ ,..., wn.

Pisinger [75] showed that any optimal solution to the 0-1 Knapsack Problem and thus also to the SSP may be reached through a series of balanced operations:

Definition 10.1 A balanced filling is a solution x obtained from the break solution through balanced operations as follows:

* The break solution x' is a balanced filling.
* Balanced insert: If we have a balanced filling x with Y!j=\ wjxj < c and change a variable xt, (t > b) from xt = 0 to xt = 1 then the new filling is also balanced.
* Balanced remove: If we have a balanced filling x with YTj=i wjxj > c and change a variable xs, (s < b) from xs = 1 to xs = 0 then the new filling is balanced.

Proposition 10.1 An optimal solution to (10.1) is a balanced filling, i.e. it may be obtained through balanced operations.

Proof Assume that the optimal solution is given by x\*. Let ..., sa be the indices Si < b where x\*. = 0, and ti,..., tp be the indices L >b where x\*t. = 1. Order the indices such that sa < ■ ■ ■ < s\ <b <t\ < ■ ■ ■ <tp.

Starting from the break solution x = x' we perform balanced operations in order to reach x\*. As the break solution satisfies that E”=i wjxj < c we must insert an item t\, thus set xtl =1. If the hereby obtained weight sum E”=i wjxj is greater than c we remove item sx by setting xSl = 0, otherwise we insert the next item t2. Continue this way till one of the following three situations occur:

1. All the changes corresponding to {si,..., sa} and {ti,..., tp} were done, meaning that we reached the optimal solution x\* through balanced operations.
2. We reach a situation where E”=i wjxj > c and all indices {s^} have been used but some {ti} have not been used. This however implies that x\* could not be a feasible solution from the start as the knapsack is filled and we still have to insert items.
3. A similar situation where J2j=i wjxj < c is reached and all indices {tj} have been used, but some {s^} are missing. This implies that x\* cannot be an optimal solution, as a better feasible solution can be obtained by not removing the remaining items s\*. □

Actually we proved some more:

Corollary 10.1 An optimal solution may be obtained through balanced operations by considering the indices {ti} in increasing order, and the indices {s^} in decreasing order.

Corollary 10.2 Any balanced filling x satisfies c

*Г < YTj*=1 *WjXj < c + r.*

*'t*

jjz

'\*-=s WjXj < c,

Thus we may use the following recursion for finding an optimal solution to SSP: Let fs,t(c), (s < 6, t >b — 1, c — r < c < c + r) be an optimal solution to the subproblem of SSP, which is defined on the variables i = s,..., t of the problem:

*fsM*

max

+ Ej=s WjXj

Ej=i Wj + Ey Xj G {0,1} for j = s,...,t ж is a balanced filling

(10.5)

As each iteration inserts an item t > b or removes an items s < b, we may use the recursion

(10.6)

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| fsjt — 1 \* | (c) |  |  | if | c | < | c, |  |  | t > |
| fsjt — 1 \* | (c- | Wt) | + Щ | if | c | — | Wt | < | c, | t > |
| f^ | (c) |  |  | if | c | > | c, |  |  | s < |
| f^ | (c + | Ws) | - Ws | if | c | + | ws | > | c, | s < |
| c = w,. . | | .,c | and fb,b- | -i0 | c) | = | —c | X) | for | all ( |

max

while we set fb,b-i (c) = w An optimal solution to (10.1) is thus found as fi,n(c). The complexity of solving recursion (10.6) is however 0(n2r): Although the number of possible capacities c is bounded by 2r, it takes b(n — b) steps to reach /ljW from /6j6\_i.

1. An iterative algorithm

In the following we will only consider those states (s,t,/л) where

V = fsM, (M.7)

i.e. those weight sums ft which can be obtained by balanced operations on xs,..., xt. We introduce the following dominance relation:

Definition 10.2 Given two states and (s'R'^ft'). If //. = \* > s' and t < t',

then state (s, t, ft) dominates state (s', t', ft').

Proposition 10.2 If a state (s, t, ft) dominates another state (s', t', ft') then we may fathom the latter.

Using the dominance rule, we will enumerate the states for t running from b — 1 to n. Thus at each stage t and for each value of ft we will have only one index s, which actually is the largest s such that a balanced filling with weight sum ft can be obtained at the variables xs,..., xt. Therefore let st(ft) for t = b — 1,..., n and c — r<ft<c + r be defined as

there exists a balanced filling which satisfies

*st(ft) =* maxs <

ЦЛ Wj + £j=s WjZj- = fl

SjMM}, *j = 8,...,t*

(10.8)

where we set = 0 if no balanced filling exists. Notice that for t = b— 1 only one value of is positive, namely st(w) = 6, as only the break solution is a balanced filling. An optimal solution to SSP is found as max-f^ : sn(fj) > 0}.

After each iteration of t we will ensure that all states are feasible by removing suf­ficiently many items j < for those states where ц > c. Thus only states (s, t, fi) with ц < c need to be saved. But in order to improve efficiency, we use st{jT) for ц > c to remember that items j < have been removed once before. This leads to the

following algorithm:

1. Algorithm nrsub
2. for ц := c — r + 1 to c do sb~i(n) := 0;
3. for //. := с — I to c — r do sb^i (/л) := 1;
4. *Sb-i(w)* := *b;*
5. for l := b to n do
6. for **,u:=c-r + ltoc** + **rdo**
7. *st(/i)* := st-iifj);
8. for ft := c downto c — r + 1 do
9. ц**' :=** ft **+** Wf**,**
10. *st*(*fi*') := *max*{*st*(*fi*'), *st*(*fi*)};
11. for ft := c + wt downto с + 1 do
12. for j:= st**(**ft**)** — 1 downto st**-**i**(**ft**)** do
13. fT := ft **—** Wf
14. *st(ft') :=* ma*x{st(jjf), j*};

Algorithm NRSUB does the following: For t = b — 1 we only have one balanced solution, the break solution, thus is initialized according to this in lines 2-4. The infeasible states with ц > c are set to = 1 as no items j < s have ever been removed.

*b*

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 3 | t—-1 | 2 | 3 | 4 | 5 | 6 |
| Wj | 6 | 4 | 2 | 6 | 4 | 3 |

c= 15
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Figure 10.1: The items and table for a given instance.

Now we consider the items t = 6,..., n in line 5-14. In each iteration item t may be added to the knapsack or omitted. Lines 6-7 correspond to the latter case, thus the states st-i(fj,) are copied to st(n) without changes. Lines 8-10 add item t to each feasible state, obtaining the weight fjf. According to (10.8), st(n') is the maximum of the previous value and the current balanced solution.

In lines 11-14 we complete the balanced operations by removing some items j < s from states with ц > c. As it may be necessary to remove several items in order to reobtain a feasible solution, we consider the states for decreasing ц, thus allowing for several removals.

Proposition 10.3 Algorithm NRSUB finds the optimal solution x\*.

Proof We just need to show that the algorithm performs unrestricted balanced opera­tions: 1) It starts from the break solution x'. 2) For each state with //. < c we perform a balanced insert, as each item t may be added or omitted. 3) For each state with ц > c we perform a balanced remove by removing an item j < As the hereby obtained state

has ц' > c we know that ц' < ц and thus additional removals will be accepted since line 11 considers the weights in decreasing order. This ensures that all states will be feasible after an iteration of t.

The only restriction in balanced operations is line 12, where items j < st-i(n) are not removed. But according to the conventions we know that items j < st-i(fj) have beenremoved once before, meaning that

st(p~Wj)>j for j = 1,..., +\_i(/i). (10.9)

Thus repeating the same operations will not contribute to an increase in st(p — Wj). □

Proposition 10.4 The complexity of Algorithm NRSUB is 0(nr) in time and space.

Proof Space: The array st(p) has size (n — b + l)(2r), thus О (nr). Time: Lines 2 and 3 are executed r times. Line 7 is executed 2r(n — 6+1) times. Lines 9-10 are executed r(n — 6+1) times. Finally for each p, lines 13-14 are executed totally sn(p) < b times. Thus during the whole process lines 13-14 are executed at most rb times. This proves the bound О (nr). □

1. Dynamic programming by reaching

One drawback of the NRSUB algorithm is, that we use dynamic programming through pulling, meaning that all 2r states are considered at each iteration. An algorithm based on dynamic programming through reaching may be obtained by only considering those states where st(p) Ф 0 for p < c and st(p) Ф 1 for p > c. A data structure should be chosen which supports the basic operations search, insert, predecessor. Notice that predecessor actually is necessary, as the states with p > c have to be considered in decreasing order.

It is possible to modify the NRSUB algorithm such that only the basic operations search and insert are necessary. First assume that the items are ordered such that

*Wj*>*w*b, *j* = *l****,...,****b****-* 1, (10.10)**

Wj **<** w**b,** j **=** b **+ 1,..., n,** (10.11)

which is obtainable in time 0(n), e.g. by using the PARTSORT algorithm by Pisinger [75]. The ordering means, that each time we add an item t > b to a feasible solution, at most

one item s < b need to be removed in order to reobtain a feasible solution. This leads to

the following improved algorithm:

1. Algorithm **nrsub2**
2. { sb~i(p) = 0 for p < c, and sb^i(p) = 1 for p> c are not stored }
3. sb-i(w) := 6;
4. for l := b to n do
5. for all *p* < О st^i(p) Ф 0 do *st(p)* := st^i(p);
6. **for** all *p**> c, st****-****i****(****p****)*** *ф* 1 **do** *st****(****p****)*** *:= st****-****i****(****p****);***
7. for all p < c, Sf—i(p) Ф 0 do
8. *p****' :=*** *p* **+** *wp*
9. st(p') := max{s(\_i(g'), з^фр)};
10. for all p> c, st(p) Ф 1 do
11. **for** *j* ***:=*** *st****-****i****(****p****)* to** *st****(****p****) -* 1 do**
12. *p****' :=*** *p* ***—*** *Wj****;***
13. st(p') := max{st(jjf), j};

The basic change is, that the values ц may be considered in an arbitrary order at each stage of t. In lines 7-9 we avoid the risk of overwriting states by expressing st(n') as the maximum of states at stage t — 1, and in lines 11-13 the ordering of the items ensures, that only one item s' need to be removed in order to obtain a feasible state.

Thus we only need to partition the states in those with ц < c and those with ц > c, while hashing may be used to access the states inside the loops. With an appropriate hashtable, the basic operations search and insert may be performed in 0(1).

1. Computational experiments

We consider five types of data instances, as presented in Martello and Toth [53]:

1. Problems p(3):

Wj randomly distributed in [1,103], and с = |\_гг.103/4].

1. Problems p(6):

Wj randomly distributed in [1,106], and c = [yil06/4j.

1. Problems even/odd:

Wj even, randomly distributed in [1,103], and c = 2[yil03/8j + 1 (odd).

1. Problems AVIS:

Wj = n(n + 1) + j, and c = n(n + 1) [(n—l)/2j + n(n — 1)/2.

1. Problems todd:

set к = [log2 n\ then Wj = 2k+n+1 + 2k+j + 1, and c = [| £”=1 Wj\.

The problems p(3) and p(6) are randomly generated problems, while the remaining prob­lems are constructed to satisfy some special properties. For the even/odd problems, Jeroslow [40] showed that every branch-and-bound algorithm enumerates an exponen­tially growing number of nodes in order to solve the problems to optimality. For the AVIS problems, Avis [3] showed that any recursive algorithm which does not use dominance will perform poorly. Finally Todd [92] constructed the TODD problems such that any algo­rithm which uses upper bounding tests, dominance relations, and rudimentary divisibility arguments still will have to enumerate an exponential number of states.

The nrsub algorithm has been implemented in C, and the test instances have been solved on a HP9000/730. As the applied computer is 32-bit, several of the instances could only be generated up to a limited size: p(6) up to n = 2000, AVIS up to n = 1000, and todd up to n = 20. We should however not expect any major improvement by the presented algorithm for the todd problems, as they have weights distributed in a very large range r.

The running times of three different approaches is compared: Table I gives the average times for the Bellman recursion (10.2), while Table II gives the average times of the nrsub algorithm. These dynamic programming algorithms are compared to the mtsl algorithm by Martello and Toth [53] which is based on branch-and-bound in connection with a partial dynamic programming enumeration.

Table I: Solution times Bellman recursion (in seconds). Average of 100 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| n | p(3) | p(6) | EVEN!ODD | AVIS | TODD |
| 10 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 20 | 0.00 | 0.57 | 0.01 | 0.00 | — |
| 50 | 0.09 | 71.19 | 0.06 | 0.05 | — |
| 100 | 0.43 | 550.18 | 0.26 | 1.79 | — |
| 200 | 2.11 | — | 1.98 | 30.40 | — |
| 500 | 15.07 | — | 16.59 | — | — |
| 1000 | 63.24 | — | 80.79 | — | — |
| 2000 | 263.25 | — | 372.34 | — | — |
| 5000 | — | — | — | — | — |
| 10000 | — | — | — | — | — |
| 20000 | — | — | — | — | — |
| 50000 | — | — | — | — | — |
| 100000 | — | — | — | — | — |

Table II: Solution times nrsub (in seconds). Average of 100 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| n | p(3) | p(6) | EVEN!ODD | AVIS | TODD |
| 10 | 0.00 | 5.25 | 0.00 | 0.00 | 0.11 |
| 20 | 0.00 | 9.99 | 0.00 | 0.00 | — |
| 50 | 0.00 | 5.84 | 0.01 | 0.03 | — |
| 100 | 0.00 | 4.19 | 0.02 | 0.25 | — |
| 200 | 0.00 | 2.94 | 0.05 | 4.10 | — |
| 500 | 0.00 | 2.38 | 0.11 | 69.08 | — |
| 1000 | 0.00 | 2.11 | 0.22 | 572.31 | — |
| 2000 | 0.00 | 2.05 | 0.44 | — | — |
| 5000 | 0.00 | — | 1.12 | — | — |
| 10000 | 0.00 | — | 2.21 | — | — |
| 20000 | 0.00 | — | 4.56 | — | — |
| 50000 | 0.01 | — | 11.25 | — | — |
| 100000 | 0.02 | — | 23.77 | — | — |

Table III: Solution times mtsl (in seconds). Average of 100 instances.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| n | p(3) | p(6) even/odd | | AVIS | TODD |
| 10 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| 20 | 0.00 | 0.00 | 0.01 | 0.03 | 0.00 |
| 50 | 0.00 | 0.01 | — | — | — |
| 100 | 0.00 | 0.01 | — | — | — |
| 200 | 0.00 | 0.01 | — | — | — |
| 500 | 0.00 | 0.01 | — | — | — |
| 1000 | 0.00 | 0.01 | — | — | — |
| 2000 | 0.00 | 0.01 | — | — | — |
| 5000 | 0.00 | — | — | — | — |
| 10000 | 0.00 | — | — | — | — |
| 20000 | 0.00 | — | — | — | — |
| 50000 | 0.01 | — | — | — | — |
| 100000 | 0.02 | — | — | — | — |

For the randomly distributed problems p(3) and p(6) we have r bounded by a (large) constant. Thus the Bellman recursion runs in 0(n2) time, while NRSUB has a linear solution time. The randomly distributed problems have the property that several solutions to
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Z) WjXj = C (10.12)

з=i

do exist when n is large, thus generally nrsub may terminate before a complete enu­meration. The Bellman recursion has to enumerate all states up to at least t = b before it can terminate. The mtsl algorithm is however the fastest for these problems, as the branch-and-bound technique quickly finds a solution to (10.12).

For the even/odd problems no solution to (10.12) do exist, meaning that here we get a strict О (nr ) and thus linear solution time for nrsub. As r is moderate, even very large instances may be solved fast. The Bellman recursion has an 0(n2r) behavior, and thus cannot solve problems larger than n = 2000. The worst results are seen for mtsl where no problems larger than n = 20 can be solved.

The problems avis have weights of magnitude 0(n2) while the capacity is of magnitude 0(n3). So the Bellaman recursion demands 0(n4) time, while nrsub solves the problem in 0(n3). Thus even reasonably large instances are solved by nrsub. Algorithm mtsl again cannot solve problems larger than n = 20.

Finally the todd problems are considered. Due to the exponentially growing weights, we are not able to generate instances of size lager than n = 20. We should however not expect any seminal results for larger instances, as all the complexity is hidden in the magnitude of the weights. The dynamic programming algorithms are not able to solve problems larger than n = 10 while mtsl according to [53] is able to solve problems of size n = 40.

1. Knapsack Problems

The 0-1 Knapsack Problem (KP) may be formulated as the following maximization prob­lem
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maximize z = E Pjx3 3=1

71

subject to ^2 WjXj < c (10.13)

i=i

where all coefficients are positive integers.

Balas and Zemel [4] showed, that an efficient way of solving KP is to choose a “core” of the items, and solve these as a subset sum problem in order to obtain a filled knapsack. Theorem 3 of [4] shows, that the probability for such a heuristic solution to be optimal is bounded below by a strictly increasing function Q(n) with lim^oo Q(n) = 1. Thus for large problems, solving the core problem with NRSUB will lead to an optimal solution with a very high probabiliy.

there exists a balanced filling which satisfies EjZl Pj TEj^PjXj = 7Г Wj + Y?j=s WjXj = T

**Щ e {0,1}, j** = s,...,t

st(p, 7г) = maxs <

(10.15)

Another approach is to construct a specialized algorithm for KP based on balanced operations. Pisinger [75] proved that an optimal solution to KP may be obtained through the same balanced operations as described in Section 10.2. Assume that the items are ordered according to nonincreasing profit-to-weight ratios Pj/wj, and let p, w be the profit and weight sum of the break solution x'. Then the Dantzig [13] upper bound и is defined as

*и =*

*p +*

(c - w)pb

*wb*

(10.14)

We have the invariant

where we set st(p, тг) = 0 if no balanced solution exists. Notice that for t = b — 1 only one value of st(p, тг) is positive, namely st(w,p) = 6, as only the break solution is balanced.

As for SSP, let the range of the coefficients be given as rq = maxj-i n Wj and r2 =

maxj=ir..)Tlpj. As a consequence of the balanced operations we have с — r± < p < c + r2 and и — r2 < 7Г < и + r2. Actually the last inequality may be tightened:

Using the bound by Dembo and Hammer [14] we notice that the upper bound of a state (p, 7Г) cannot be larger than the Dantzig bound, thus

7Г +

(c - Фь

*Щ*

< *и,*

(10.16)

implying

*тг* < *a(p)*

*и —*

*(c* - *ц)рь*

*wb*

(10.17)

On the other hand, if a state (p, тг) does not have an upper bound better than the current solution z, then it may be fathomed. Thus any live state must satisfy

тг +

(c - Фъ

*Wb*

*>z +* 1

(10.18)

leading to

7Г > P(p)

*Z +* 1

*(c* - *фь*

*Wb*

(10.19)

Thus at any stage we have a(p) < тг < @(p), meaning that the number of profit sums тг corresponding to a weight sum p can at most be д = и — z, where д < r2 as we may use the profit sum of the break solution p for z.

A generalisation of the nesub algorithm for Knapsack Problems may be sketched as follows:

1. Algorithm nr2knap
2. for //. := c — /'i — 1 to c do
3. for ж := a(^) to /3(p) do
4. S{,\_i(/i, тг) := 0;
5. for //. := с — I to c — r\ do
6. for 7Г := a(p) to /3(p) do
7. r) := 1;
8. s6\_i(w,p) := 6;
9. for t := b to n do
10. for p := c — ri + 1 to c + ri do
11. for ж := a(^) to (3(p) do
12. st(p) := st-i(p)',
13. for //. := r.- — /\*| — I to c do
14. for ж := a(^) to /3(p) do
15. p' := p + wp ж' := ж + рр
16. st(p'^') := maxist-iW^'), st-i(p^)};
17. for p := c + wt downto с + 1 do
18. for ж := a(^) downto /3(p) do
19. for *j := st(p) —* 1 downto *st-i(p)* do
20. p' := p — Wf ж' := ж — pf
21. stfjjfy) := тах{в\*(^',7г'), j};

The time and space complexity is 0(nrig) which may be verified as in Proposition 10.4. As g < r2 this may be written 0(nr2) where r = maxjYi, r2} is the largest profit or weight in the instance.

The efficiency of NRSUB may be improved further by incorporating the following fath­oming tests by Pisinger [75]: Given a state st(p, ж). If we have

ж + (c <2 + 1, for p < c

1 (10.20)

Ж + C Щ Ps <2+1, for p > c

then the state may be fathomed. A further improvement is to apply dominance tests:

Definition 10.3 Given two states st(pi,7Ti) and st(p2: ж2). If st(pi,7Ti) > st(p2: тг2), ж\ > ж2 and pi < p2 then state st(pi^i) dominates state st(p2: ж2). A dominated state may obviously be removed from the problem.

However algorithm NRSUB considers the states for decreasing weight sums p in line 17, where efficient dominance tests demand that the states are considered in order of increas­ing weight sums and decreasing profit sums.

An efficient way of incorporating dominance is to consider the inverse problem. Thus at any stage we consider infeasible states with p> c, and ts(p, ж) gives the smallest index such that a balanced solution with weight sum p exists. This algorithm is described in Appendix A, where efficient dominance relations are incorporated.

1. Conclusion

By considering balanced states, the time bound on SSP has been improved from 0(n2r) to О (nr) for any fixed range r of weights. As the balanced operations have a natural greedy nature, several problems can be solved with even less effort.

The time bound О (nr ) fully describes the nature of the subset-sum problem, as it clearly states that all the complexity is hidden in the magnitude of r. This conforms with the observation by Chvatal [11] who used exponentially growing weights in order to construct hard instances of SSP.

The computational experiments have demonstrated that even very hard instances of large size may be solved in reasonable time by using NRSUB. However for instances with exponentially growing weights, there is no improvement, as could be expected from the time bound. The algorithm is almost trivial to implement, so also from a practical point of view the results are of major importance.

The presented results have been generalized to the 0-1 Knapsack Problem where an О (nr2) algorithm has been presented. Although this is a linear-time algorithm for any fixed range r, this result is of minor importance, as r2 generally grows fast. It may however have applications for large sized problems with coefficients generated in a small range.

As several approximate algorithms for the subset-sum and knapsack problem are based on dynamic programming, Matteo Fischetti at [79] mentioned that the presented algo­rithms may also lead to improved approximate algorithms.

Appendix A: Inverse Knapsack Algorithm

As mentioned in Section 10.6, efficient dominance relations may be incorporated in the nr2knap algorithm if we consider the inverse problem: Thus at any stage we only consider infeasible states, as this allows us to run through the weights in increasing order. We have the invariant there exists a balanced filling with

T,jZ\Pj + Y.)=sPjXj = 71

*ts(TU*r)

(10.21)

+ = fi

. Xj e {0, l}, ;j = t where we set ts(fi,7г) = n + 1 if no balanced solution exists. Due to the dominance, we have

tain, тг) < min{ts(n - 1, тг), ta(fjl, Ж + 1)}, (10.22)

where we assume that ts(n,iг) = n + 1 when ж > /3(ц). This leads us to the following algorithm

1. Algorithm nr2knap2
2. for /л := c*+1* to c + r {initiate } do
3. for ж := /3(p) downto a(p) do
4. tb(fjL, *ж)* := *n* + 1; { no balanced solution }
5. for p := c — r + 1 to c do
6. for ж := /3(p) downto a(p) do
7. Ufa, *ж)* := щ { only remove after *n* }
8. *tb(w,* p) := b — 1; {initial balanced solutions}
9. for j := n downto b do
10. tbiw + Wyp + pj) :=j;
11. for s := b — 1 downto 1 do
12. for //. := c ^ — 1 to c — r do { copy states with dominance }
13. for 7Г := (3(fi) downto a(p) do
14. ts(^,?r) := min{ts+1(^,7r), ts+i(p - 1,7r), ts+i(p, ж + 1)};
15. for // := c to c — r do { remove item s }
16. for я- := f3{p) downto a(^) do
17. p! := p — ws; n' := *7*i — ps;
18. ts(p',7ir):= ts(p,7i)};
19. for p := c — ws to c do { add item t}
20. for я- := /3(p) downto a(p) do
21. ts(p, 7r) := min{ts(p, тг), ts(p - 1,7r), ts(^, ?r + 1)};
22. ts+i(ju,7r) := min{ts+i(^,7r), ts(p - l,7r), ts(^,7r + l)};
23. for j := ts(p, 7Г) + 1 to ts+1(^, 7r) do
24. //•' := /f — Wj; ж' := ж + pf
25. := mm{ts(p'^'), j};

Despite the dominance relations, all states have to be considered in the inner loops. Thus basically we only get a saving in the loop where items t > b are added. To get the full benefit of the dominance, the above algorithm must be changed from dynamic programming by pulling to dynamic programming by reaching.
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Chapter 11

An exact Algorithm for large Multiple Knapsack Problems

The Multiple Knapsack Problem is the problem of choosing a subset of n items to be packed in m distinct knapsacks, such that the total profit sum of the selected items is maximized, without exceeding the capacity of each of the knapsacks. The problem has several applications in naval as well as financial management.

A new exact algorithm for the Multiple Knapsack Problem is presented, which is specially designed for solving large problem instances. The recursive braneh-and- bound algorithm uses surrogate relaxation for deriving upper bounds, and lower bounds are obtained by splitting the surrogate solution into the m knapsacks by solving a series of Subset-sum Problems. A new separable dynamic programming algorithm is presented for the solution of Subset-sum Problems, and we also use this algorithm for tightening the capacity constraints in order to obtain better upper bounds.

The developed algorithm is compared to the mtm algorithm by Martello and Toth, showing the benefits of the new approach. A surprising result is, that large instances with n = 100 000 items may be solved in a fraction of a second. Keywords: Knapsack Problem, Dynamic Programming, Reduction.

11.1 Introduction

We consider the problem where n given items should be packed in m knapsacks of distinct capacities c\*, i = ,m. Each item j has an associated profit pj and weight Wj, and

the problem is to select m disjoined subsets of items, such that subset i fits into knapsack i and the total profit of the selected items is maximized. Thus we may formally define the 0-1 Multiple Knapsack Problem (MKP) by

*m n*

|  |  |  |  |
| --- | --- | --- | --- |
| maximize | V V  ЪЪРзхР |  |  |
|  | i=lj=l  Tl |  |  |
| subject to | ) ] WjX{j <'' Cj,  3 = 1 m |  | ■,m, |
|  | 53 i)  i=1 xij ^ | t—H  II | . .,n, |
|  |  | .,ra, j = l,...,n. |

where хц = 1 if item i is assigned to knapsack j and хц = 0 otherwise. It is usual to assume that the coefficients pj,Wj and c« are positive integers, and to avoid trivial cases we assume

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Wj < max Ci | for j | = 1,. | . .,n, | (11.2) |
| Ci > min w,: | for i | = 1,.. | •, m, | (11.3) |
| n  53 w3 > о | for i |  | ., m. | (11.4) |

i=i

The first assumption ensures that each item j fits into at least one knapsack as otherwise it may be removed from the problem. If constraint (11.3) is violated by a knapsack i, then we may discount the knapsack, as no items fits into it. Finally (11.4) avoids a trivial solution where all items fit into one of the knapsacks.

There are several applications for MKP, as the problem directly reflects a situation of loading m ships/containers or e.g. packing m envelopes. Martello and Toth [53] also proposed the problem used for deciding how to load m liquids into n tanks, when the liquids may not be mixed.

The Multiple Knapsack Problem is AfP-hard in the strong sense, and thus any dynamic programming approach would result in strictly exponential time bounds. Most of the literature has thus been focused on branch-and-bound techniques, although Fischetti and Toth [26] used some kind of dominance tests to speed up the solution process.

Several branch-and-bound algorithms for MKP have been presented during the last two decades, among which we should mention Hung and Fisk [34], Martello and Toth [48], Neebe and Dannenbring [61], and Christofides, Mingozzi and Toth [10]. The first two are best suited for problems where several items are filled into each knapsack, while the last two are designed for problems with many knapsacks and few items. This chapter follows the first direction of research, as it is devoted to large problem instances where the quotient n/m is relatively large. The presented algorithm differ from previous work in four main respects: Lower bounds are derived by solving a series of Subset-sum Problems, and Subset-sum Problems are also used for tightening the capacity constraints of each knapsack. We use an efficient 0-1 Knapsack Algorithm for deriving upper bounds through surrogate relaxation, and a new separable dynamic programming algorithm is presented for solving the Subset-sum Problems.

In Section 11.2 we will present different upper bounds for the Multiple Knapsack Problem, and use these observations for a general discussion of exact algorithms in Section 11.3. The discussion leads to an improved algorithm described in Section 11.4 and ahead. Section 11.5 shows how lower bounds may be achieved by solving a series of subset-sum problems, and Section 11.6 shows how the capacity constraints in MKP may be tightened in order to obtain tighter upper bounds. Section 11.7 considers some reduction algorithms for the problem, and finally Section 11.8 compares the presented mulknap algorithm with the mtm algorithm by Martello and Toth [48].

1. Upper bounds

Upper bounds for the Multiple Knapsack Problem may be derived by relaxing some of the side-constraints, where surrogate, Lagrangean and linear relaxations are the most common relaxations.

We will first consider the surrogate relaxation. Let 7rb ... ,тгт be some positive mul­tipliers, then the surrogate relaxed Multiple Knapsack Problem (SMKP) becomes:

maximize subject to

V V

*i=*1*j*=1 *m n*

53 *D* 53 *wixd*

*m*

i=1 j=1

*rn*

— 5 '

i=1

(11.5)

53 xd — 1 ’

i=1

xij £ {0, 1},

*3*

*i*

1. .., n,
2. .., m, j = 1,..., n.

The best choice of multipliers щ are those, that produce the smallest objective value in (11.5), and in connection hereto Martello and Toth [49] proved the following

Proposition 11.1 For any instance of MKP, the optimal choice of multipliers ж i,... ,тгт for MKP is щ = к for i = 1,..., ra, where A; is a positive constant.

With this choice of multipliers SMKP becomes the following ordinary 0-1 Knapsack Prob­lem

П

maximize 53 Pjx'j

,. + + £! , ^ (И.6)

subject to 2^ WjXj < c, '

i=i

x'j e {0,l}, j = i,...,n,

where the introduced decision variables ж'- = %ij indicate whether item j is chosen for any of the knapsacks i = 1,..., m, and c = YlT=i c\* таУ be seen as the capacity of the united knapsacks.

A different upper bound may be derived by Lagrangean relaxation of MKP. Let Ax,..., Xn be a set of nonnegative multipliers, then by relaxing the constraint YJiLi Xij <

1, j = 1,..., n in (11.1) we get the problem

*m n n* / *m* \

maximize EE Pixij- EME Xij — 1J

i=1 j=1 j=1 \i=l /

*n*

**(11.7)**

subject to *^2* WjXij < Cj, i = *1*,... ,m,

i=i

x^ e {0,1}, i = 1,..., m, j = 1,..., n.

By setting pj = pj — Xj for j = 1,,n the relaxed problem can be decomposed into m independent 0-1 Knapsack Problems, where problem i has the form

П

*Zi 'X* ) *Pj ^ij*

maximize subject to

*3=1*

*n*

(11.8)

E WjXij *<* Ci, *3=1*

Xij G {0,1},

for i = 1,..., m. All the problems have similar profits and weights, thus only the capacity distinguishes the individual instances. An optimal solution to the Lagrangean relaxed problem is then

*m n*

-- = E~ E A.v (11-9)

*г=1 j*=1

As opposed to the surrogate relaxation, there is however no optimal choice of multipliers Xj for the Lagrangean relaxation, thus usually a subgradient optimization technique must be used for deriving them, although Ross and Soland [87] used predefined multipliers expressed in terms of the break item b. It is not possible to say which of the two relax­ations yield tighter upper bounds, as instances may be constructed where the surrogate relaxation dominates the Lagrangean relaxation and vice versa [53].

Linear relaxation is a third common technique for deriving upper bounds. We relax the constraint E {0,1} in (11.1) to 0 < x^- < 1, for г = 1,..., m, j = 1,..., n. Martello and Toth [53] proved, that the objective value of an optimal solution to the linear relaxed MKP is the same as that of an optimal solution to the linear relaxed SMKP. Thus to find the objective value of the linear MKP, we may simply use the Dantzig upper bound of the corresponding 0-1 Knapsack Problems: Assume that the items are ordered according to nonincreasing profit-to-weight ratios

***Pi\_* > *№\_* > *y IN***

(11.10)

*Wi ~ w2 ~ ~ wn*

and let the break item b be given by

*b*

mm

j ■ Ё wi ^ C

5

(11.11)

![image31](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGQAAAAyAQAAAACCTkMTAAAACXBIWXMAABcSAAAXEgFnn9JSAAAA60lEQVQokZ3RPw6CUAwG8G6OHoGjcApmj+DgZByem5PxBnITMXGXwTg5oBODAxgS/wT1871S8mjiYGRpfqEp7QfBPWuiwFVibVD2vU7AwusIFF4lcPO6m66eIZevegddoS8qjSsz2z1OQXmr2mlrmtVwnVgtjax2HRWgGFNivasipRD7CLjYKVUGar5bKeXA65aZjvJVRgkrtZ1Oc1ZsZ+5MTHwzXH+CWG7gFZDIfU0SojtPbfXgqQipXcXdayRPIqta1PyHh+Syj6JBJyWozP7UC8jUux91Vjoo1UrVz7KB9bxytafWUCkQfQALiVqVysz2sgAAAABJRU5ErkJggg==)where c = YhLi c[[7]](#footnote-7) is the capacity of the surrogate relaxed problem. Then the Dantzig upper bound [13] becomes

ИМКР —

**X>i +**

3=1

6-1

Pb\_

Щ

(11.12)

The linear upper bound may be derived in 0(n) time using the technique of Balas and Zemel [4], thus being considerably faster to determine than the previous two bounds. But unfortunately the linear bound is too weak to efficiently cut off branches in an enumerative algorithm, so most algorithms presented have been based on the surrogate or Lagrangean relaxation.

1. Exact algorithms

Hung and Fisk [34] proposed a depth-first branch-and-bound algorithm where the upper bounds were derived by Lagrangean relaxation, and branching was performed at the item which in the relaxed problem had been selected in most knapsacks. Each branching item was alternately assigned to the knapsacks in increasing index order, where the knapsacks were ordered in nonincreasing order

Ci > c*2* > ... > crn. (11.13)

When all the knapsacks had been considered, a last branch was considered where the item was excluded from the problem.

A different branch-and-bound algorithm was proposed by Martello and Toth [48], where at each decision node, problem (11.1) was solved with constraint < 1

omitted, and the branching item was chosen as an item which had been packed in к > 1 knapsacks of the relaxed problem. The branching operation generated к nodes by assigning the item to one of the corresponding к — 1 knapsacks or excluding it from all of these.

In a later work Martello and Toth [49] however focused on three aspects that make it difficult to solve MKP:

* Generally it is difficult to verify feasibility of an upper bound obtained either by surrogate relaxation or Lagrangean relaxation.

The mtm algorithm by Martello and Toth derives upper bounds by solving the sur­rogate relaxed problem (11.5) while the lower bounds are found by solving m individual 0-1 Knapsack Problems as follows: First knapsack i = 1 is filled optimally, the chosen variables are removed from the problem, and the next knapsack i = 2 may be filled. We continue this way until all m knapsacks have been filled. The branching scheme follows this greedy solution, as Martello and Toth argue that a greedy solution is better to guide the branching process, than individual choices at each branching node. Thus at each node we fork in two branching nodes, the one assigning the next item j of a greedy solution to the chosen knapsack i, while the other branch excludes item j from knapsack i.

Martello and Toth assume that the capacities are ordered in nondecreasing order

ci < c2 < • • • < cm (11.14)

while the items are ordered according to nonincreasing profit-to-weight ratios

**Pi . P-2 . . Pn**

(11.15)

— > — > ... > —, w1 w2 wn

such that at any branching node we choose the item with largest profit-to-weight ratio for the branching. At any stage, knapsacks up to i have to be filled before knapsack i + 1 is considered.

1. New algorithm

The concept of bound-and-bound algorithms should be used for problems, where feasi­bility of the upper bound solution is difficult to validate. But a solution to SMKP may actually be validated by solving a series of Subset-sum Problems, where we try to split the chosen items into the m knapsacks. If this attempt succeeds, our lower bound equals the upper bound, and we may immediately backtrack. Otherwise we have obtained a feasible solution which contains some (but not necessarily all) of the items selected by SMKP. This attempt seems more promising than the approach presented by Martello and Toth [49], since we consider the m individual packing problems as an integrated unit.

Furthermore we use Subset-sum Problems for tightening the capacity constraints cor­responding to each knapsack, since if we cannot fill the knapsack completely even if all items may be used, then the gap may be closed without excluding any optimal solution.

The branching scheme is based on a binary splitting where an item j is either assigned to knapsack i or excluded from the knapsack. The knapsacks are ordered such that

О < c2 < ... < cm (11.16)

and we fill the smallest knapsack completely before starting to fill the next knapsack. At any stage, items j < h have been fixed by the branching process, thus only items j > h are considered when upper and lower bounds are determined. To keep track of which items are excluded from some knapsacks, we assign a variable dj to each item j indicating that the item may only be assigned to knapsacks i > dj. The current solution vector is у while P and W are the profit and weight sum of the currently fixed items. Thus we have the following sketch of the recursive branch-and-bound algorithm:

Algorithm 11.1

procedure mulbranch(/i, P, W, cx,..., cm);

Tighten the capacities c« by solving m Subset-sum Problems defined on Л + 1,..., n. Solve the surrogate relaxed problem with capacity c = Yr=i G- Let x' be the solution to this problem, with objective value u. if (P + и > z') then

Split the solution x' in the m knapsacks by solving a series of Subset-sum Problems defined on items with x'j = 1. Let уц be the optimal filling of c« with corresponding profit sum Zi.

Improve the heuristic solution by greedy filling knapsacks with Y]=h+iwjyij < G­if (P + YT i ^ > z) then Copy у I о x, sel -■ = P — YT i z.t. fi;

fi;

if (p + и > z') then

Reduce the items by using some upper bound tests, and swap the reduced items to the first positions, increasing h.

Let i be the smallest knapsack with c« > 0. Solve an ordinary 0-1 Knapsack Problem with c = c, defined on the free variables. The solution vector is x'. Choose the branching item t as the item with largest profit-to-weight ratio among items x'j = 1. Swap t to position h + 1 and set j = h + 1.

Let y,ij = 1; { Assign item j to knapsack i } mulbranch(/i + 1, P + pj, W + Wj, cx,..., c« — Wj,..., cm);

Let y,ij = 0; { Exclude item j from knapsack i}

Set d' = dj; dj := i + 1; mulbranch(/i, P, W, cx,..., cm);

Find j again, and set dj = d'.

fi;

The surrogate relaxed problem is solved using the minknap algorithm presented in Pisinger [82], which has been modified such that the currently best objective value from MKP is used as initial lower bound, and such that we choose the optimal solution, which has smallest weight sum. The Subset-sum Problems are solved through separable dynamic programming which will be described in Section 11.5, while Section 11.6 will show how we use Subset-sum Problems for tightening the capacity constraints. Finally the reduction algorithm is presented in Section 11.7.

The algorithm does not demand any special ordering of the variables, as the minknap algorithm makes the necessary ordering itself. This however implies, that items are per­muted at each call to minknap thus the last line of mulbranch cannot assume that item j is at the same position as before.

The main algorithm mulknap only need to order the capacities and initialize a few variables before the branch-and-bound algorithm is called:

Algorithm 11.2

procedure mulknap(n, m,p, w, x, c);

Order the capacities cx < c2 < ... < crn. for j := 1 to n do

dj := 1;

for i = 1 to m do Xij = 0; г/ij = 0; rof; rof;

Set г := 0;

mulbranch(0, 0, 0, cx,..., cm);

Example 11.1 We will solve the following problem using the mulknap algorithm:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| j | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Pj | 81 | 34 | 59 | 11 | 69 | 32 | 37 | 99 | 62 | 74 |
| Wj | 91 | 95 | 25 | 86 | 67 | 41 | 96 | 99 | 16 | 73 |
|  |  | n = | 10, m | = 2, | cx = | = 90 | c2 = | = 254 |  |  |

First, we tighten the capacities, obtaining cx = 89, and c2 = 254. The surrogate relaxed problem is defined on all the above items with c = 343. The optimal solution is x[ = x8 = x'5 = x'G = x8 = x'g = 1 while x'2 = x\ = x'7 = x'10 = 0. Thus the upper bound is и = 402.

A lower bound is obtained by solving two Subset-sum Problems defined on items j = 1,3, 5,6, 8,9. For capacity cx = 89 we obtain the solution yXj5 = yx>9 = 1 while the remaining variables yx j are zero. Items j = 5, 9 are removed, thus for capacity c2 = 254 we find У2,1 = У2,з = f/2,8 = 1, while all other variables y2j are zero. A greedy filling of the two knapsacks does not improve the solution, so the objective values are zx = 131 and Z‘2 = 239. As the solution has been improved, we copy у to ж and set г = 370.

The problem is reduced. We have the break item (pbl wb) = (81, 91) from the surrogate relaxed problem, and find that items j = 2,4,7 may be reduced. Thus they are swapped to the beginning of the table, and h is increased to 3.

In order to choose the next branching variable, we solve an ordinary 0-1 Knapsack Problem defined on all free items, with capacity c = cx = 89, obtaining x8 = x'& = x'9 = 1 with remaining variables set to zero. The item with largest profit-to-weight ratio is j = 9, which is swapped to position 4. Thus we have the new problem:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Pj | 34 | 11 | 37 | 62 | 81 | 59 | 69 | 32 | 99 | 74 |
| Wj | 95 | 86 | 96 | 19 | 91 | 25 | 67 | 41 | 99 | 73 |

Branch yX]4 = 1: The first capacity cx = 73 cannot be tightened while the second is tightened to c2 = 239. Solving the surrogate relaxed problem with c = 312 we find the solution x'b = x'7 = x'8 = x'g = x'10 = 1 while x'5 = 0. The upper bound becomes P + и = 395, and the solution is split into уХдо = 1, and y2]б = y2,7 = y2,s = 1/2,9 = 1 with all other variables set to zero. The objective value is improved to z = 395, and we copy у to ж. Since the upper bound equals the lower bound we backtrack.

Branch yX]4 = 0: We set c4 = 2 to exclude item 4 from knapsack 1. The capacities are tightened to cx = 73 and c2 = 254. The surrogate relaxed problem defined on items j > 4 with c = 327 has the solution x\ = x'(. = x7 = x'8 = x'9 = x'10 = 1 with x'5 = 0. The objective value is P + и = 395 < г, thus we backtrack and finish.

1. The Subset-sum Problem

As previously mentioned lower bounds are obtained by splitting the chosen items in SMKP into the m knapsacks. This is done by solving a series of Subset-sum Problems, where in the first iteration we fill the smallest knapsack cx as much as possible, and remove those items from the problem. Then the second smallest knapsack is filled, and we continue this way until all knapsacks have been considered. If all items could be split into the m knapsacks in this way, then the upper and lower bound of the current decision node are equal and we may immediately backtrack. Let j = 1,..., n be the indices of the items in an optimal solution to the 0-1 Knapsack Problem, where n usually is smaller than the size of MKP.

The individual Subset-sum Problems are defined as:

П

|  |  |  |  |
| --- | --- | --- | --- |
| maximize | \* = Z W3X3 3 = 1 |  |  |
| subjet to | n  Z W3X3 <  3 = 1  Xj e {0, l}, j = U.. | ■, n. | (11.17) |

Each problem may be solved in 0(nc) time through dynamic programming by using the recursion by Bellman [5], or by using the balanced dynamic programming algorithm of Pisinger [76] which has time bound (nr) where r = max"=1 Wj < c.
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*b*

min

(11.18)

and let ft(c), (b — 1 < t < n, 0 < c < c) be an optimal solution to the above problem restricted to variables b,..., t as follows:

*ft(c) =* max <

Z *wixi '■*

*j=b*

**Z *W3X3 - U***

(11.19)

*j=b*

Xj e {0, l}, j

and let gs(с), (1 < s < 6, 0 < c < c) be an optimal solution to the problem defined onvariables s,..., b — 1 with the additional constraint x:i = 1. j = 1,..., s — 1

3=1 г-1

***Y W3X3* + I*ZW3< C***

*3 = 9 j*=1

. Xj e {0,1}, j = s,...,b- 1.

6-i

г-1

*gs(c) =* max <

***Y w :i x :i* + *Y***

*w*

*3 •*

*3 = 9*

6-1

(11.20)

The recursion for ft will repeatedly insert an item, while the recursion for gs will remove one item, thus

*ft(c)*

ft-i(c) for c = 0, - 1

*max{ft-i(c), ft-i(c* - *wt)* + *wt}* for *c =* r

(11.21)

while we set

fb-i(c) = 0 for c = 0, ...,c. (11.22)

The corresponding recursion for gs becomes

*99(c)*

gs+1 (c) for с = с-ад, + 1,...,с

max{5's+1(c), gs+x (c + ics) - icj for c = 0,..., c - ws

(11.23)

with initial values

*9b(c)*

*9ь(с)*

0

*w*

for

for

0,

*w.*

, С, сф w

(11.24)

where w = YTj=i Wj. Now we start from (s, t) = (6, b — 1) and repeatedly decrease s and increase t. At each stage we merge the two sets in O(c) time, in order to find the best current solution

г = max ft(c) + gs(c — c), (11.25)

c=0,...,e

and we terminate the process if z = c, or we reached (s, t) = (1, n).

The algorithm may be improved in those cases where v = J2j=i Wj — w < c. Since there is no need for removing more items j < b than can be compensated by items j > b, we may restrict recursion gs to consider states с = c — v,..., c while recursion ft only will consider states c = 0,..., c.

The solution vector corresponding to the optimal objective value is found by back­tracking through the states. To each state we associate the item number, that was added or subtracted in order to obtain the state. From the optimal choice of states /t(c), gs(c—c) we repeatedly subtract or add the corresponding items, obtaining new weights c that can be found previously in the table. The process terminates when we reach c = 0 respectively c = w.

The presented algorithm has basically the same complexity O(nc) as the recursion presented by Bellman [5] but if we use dynamic programming by reaching, only the live states need to be saved thus giving the complexity 0(min{nc, 26 + 2”-6}), which for small instances where 2n < c and with b = n/2 improves by a square root over the Bellman recursion.

In our situation large sized instances generally have many solutions that satisfy the capacity constraint (11.17) with equality, and here the separability ensures a faster con­vergence. On the other hand small instances seldom meet the capacity constraint with equality, thus we have to perform a complete enumeration, taking advantage of the fact that 2b + 2n-b < 2n.

1. Tightening constraints

For small instances, the upper bounds obtained by surrogate relaxation of the MKP are too optimistic, as the individual knapsacks cannot be filled as efficiently as the surrogate relaxed knapsack. To compensate for this inconvenience, we solve a series of Subset-sum Problems to tighten the capacity constraint on each knapsack.

Considering the capacity constraints in (11.1) for each knapsack separately, the largest possible filling c« of knapsack i is found by solving the following Subset-sum Problem defined on all free variables j > h where dj < i

|  |  |  |  |
| --- | --- | --- | --- |
| maximize | n  ^ { WjXij  3 = 1 n |  |  |
| subject to | 'У { WjXij —  3 = 1  Xij € {0,1}, j = 1,.. | •, n. | (11.26) |

As no optimal solution x can have weight sum Y3j=i WjXij > c[[8]](#footnote-8), we may tighten the constraints in (11.1) to

П

Y^wijxij<G, i = 1,... ,m, (11.27)

*3 = 1*

for the current branching node as well as for all descendant nodes. In this way the capacity of the surrogate relaxed problem becomes

*m m*

c = l><Ec (11.28)

i=1 i=1

which leads to tighter upper bounds as well as it increases the chance for successfully splitting the solution to SMKP into the m knapsacks.

1. Reduction algorithm

The size of a Multiple Knapsack Problem may be reduced by preprocessing, like an ordinary 0-1 Knapsack Problem. For a given item j let u0(j) be any upper bound on (11.1) with the additional constraint Y33=ixij = 0- Н щ(з) < z for any lower bound г, then we may add the constraint Y^Li xij = 1 to the problem, i.e. in every optimal solution to MKP, item j must be included in some knapsack.

In a similar way let Ui(j) be any upper bound on (11.1) with the additional constraint YliLi xij = 1- If Щ (j) < z, then xij таУ be fixed at 0 for i = 1,..., m, thus in any optimal solution, item j cannot be included in any of the knapsacks.

Notice, that the last equation is able to fix all variables rcy to their optimal value for i = 1,..., m, while the first equation only rules out one possibility out of m + 1. Thus in the presented algorithm we have only incorporated the last reduction, which however is quite efficient as not only several items are removed from the problem, but generally also the capacity constraints may be tightened further when items are excluded from the problem.
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6-i

Mi)

*'EP'i+Pj* +

-i=1

Pb\_

m

(11.29)

As the solution vector x corresponding to our lower bound is saved, we may use a tighter reduction than presented above, fathoming an item j whenever Ui(j) < z. This reduction is performed at each branching node of the enumeration tree, and we swap the reduced items to position h + 1, increasing h each time. The computational complexity of the reduction is 0(n) for testing n items which takes a negligible effort compared to the determination of upper and lower bounds.

1. Computational experiments

We will compare the presented algorithm with the mtm algorithm by Martello and Toth, for several groups of randomly generated instances. The code for mtm has been obtained from [53], and all tests have been run on a HP9000/730.

We will consider four different types of randomly generated data instances, for different ranges R = 100, 1000 and 10000.

* Uncorrelated data instances: Pj and Wj are randomly distributed in [1, Д].
* Weakly correlated data instances: Wj randomly distributed in [1, R] and pj randomly distributed in [wj — Д/10, Wj + Д/10] such that pj > 1. •

0.4 *^2 Wj/m,*

*3 = 1*

0.6 *Wj/m*

*3 = 1*

for i = 1,..., m — 1,

(11.30)
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0, 0.5

for i = 1,

, m

**(11.31)**

The last capacity cm is in both classes chosen as

n m—1

cm = 0.5 — ^2 Ci, (11.32)

3=1 1=1

to ensure that the sum of the capacities is half of the total weight sum. For each instance we check whether the constraints (11.2) to (11.4) are respected, and generate a new instance if a constraint is violated.

A maximum amount of 1 hour was given to each algorithm for solving the ten instances in each class, and a “—” in the following tables indicates that the ten problems could not be solved within this time limit. The mtm algorithm is only designed for problems up to n = 1000 and cannot solve larger instances without a modification of the code. Thus no tests with n > 1000 have been run with mtm. Small data instances are tested with m = 5 knapsacks, while large instances have m = 10, as none of the algorithms are able to solve problems with small values of n/m. In each of the following tables, instances with similar capacities are considered in the upper part of the table, while the lower part of the table considers instances of dissimilar capacities.

First, tables I to V consider small sized data instances. Table I shows how efficient the tightening of the constraints actually is. For each instance we give the largest tightening YCiLiic — Ci), where c« are the original capacities and c« are the tightened capacities. It is seen, that for small instances with large range R, the tightening is quite efficient, significantly contributing to the bounding process. For problems larger than n = 100 there is little gain of the tightening approach, but computational experiments with m = 10 indicate that even for problems up to size n = 3000 this approach may be necessary in order to close the gap between the upper and lower bound.

Table II gives the largest number of reduced items at any stage of the branch-and- bound process. It is seen that especially the weakly correlated problems may be reduced

Table I: Tightening of constraints, small problems with m = 5. Maximum of 10 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | Subset-sum 100 1000 10 000 | | |
| 25 | 158 | 1159 | 14989 | 164 | 2057 | 15952 | 63 | 499 | 4372 | 0 | 380 | 3671 |
| 50 | 0 | 0 | 0 | 0 | 0 | 19881 | 0 | 0 | 0 | 0 | 0 | 0 |
| 75 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 200 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 25 | 35 | 692 | 3747 | 131 | 1238 | 11010 | 37 | 260 | 2865 | 14 | 204 | 2865 |
| 50 | 5 | 34 | 887 | 11 | 811 | 5677 | 2 | 21 | 486 | 2 | 30 | 540 |
| 75 | 4 | 30 | 310 | 12 | 92 | 1244 | 1 | 48 | 268 | 1 | 48 | 524 |
| 100 | 4 | 5 | 83 | 16 | 101 | 2305 | 1 | 4 | 218 | 1 | 4 | 207 |
| 200 | 2 | 3 | 11 | 2 | 0 | 22 | 1 | 1 | 20 | 1 | 1 | 50 |

Table II: Maximum number of items reduced, small problems with m = 5. Maximum of

10 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | Subset-sum 100 1000 10 000 | | |
| 25 | 11 | 10 | 10 | 13 | 13 | 13 | 9 | 6 | 2 | 0 | 0 | 0 |
| 50 | 0 | 0 | 0 | 0 | 0 | 23 | 0 | 0 | 0 | 0 | 0 | 0 |
| 75 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 200 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 25 | 10 | 8 | 7 | 13 | 12 | 12 | 1 | 2 | 0 | 0 | 0 | 0 |
| 50 | 0 | 0 | 0 | 19 | 25 | 20 | 0 | 0 | 0 | 0 | 0 | 0 |
| 75 | 0 | 23 | 25 | 32 | 30 | 32 | 0 | 0 | 0 | 0 | 0 | 0 |
| 100 | 0 | 0 | 0 | 43 | 44 | 46 | 0 | 0 | 0 | 0 | 0 | 0 |
| 200 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table III: Number of recursive calls to mulbranch, small problems with m = 5. Average

of 10 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n \ R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | Subset-sum 100 1000 10 000 | | |
| 25 | 1318 | 1067 | 664 | 8902 | 17912 | 9382 | 122 | 1174 | 670 | 1 | 517 | 595 |
| 50 | 1 | 1 | 1 | 1 | 1 | 3985 | 1 | 1 | 1 | 1 | 1 | 1 |
| 75 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 100 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 200 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 25 | 8 | 170 | 44 | 359 | 250 | 1498 | 2 | 57 | 62 | 2 | 27 | 43 |
| 50 | 1 | 1 | 1 | 3 | 212 | 1018 | 1 | 2 | 7 | 1 | 3 | 7 |
| 75 | 1 | 1 | 1 | 2 | 6 | 37 | 1 | 3 | 4 | 1 | 2 | 4 |
| 100 | 1 | 1 | 1 | 3 | 8 | 54 | 1 | 1 | 2 | 1 | 1 | 2 |
| 200 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 |

significantly, but also the uncorrelated instances are reduced a bit. The entries should however be read with care, as problems that are solved during the first iteration of the algorithm, never will reduce any items, while hard problems with a large search tree generally will reduce a considerable amount of items. Thus the table is only presented to show the effect in branching intensive situations.

The enumerative hardness of each instance is given in Table III, where we measure the number of recursive procedure calls made by mulbranch. It is seen that most of the large problems are solved in the first iteration, while especially problems around n = 25 items demand a very extensive search. It seems that large ranged problems demand more enumeration, as it is more difficult to split the solution to the surrogate relaxed problem into the m knapsacks. However, also small ranged problems may be difficult, as it is seen for uncorrelated instances with n = 25, R = 100.

Table IV and V finally compare the solution times of mulknap with those of mtm. It is seen that mulknap is able to solve all the instances in reasonable time, while mtm has considerable problems for large sized and large ranged problems of weak and strong correlation. If the individual entries are compared, it is seen that mulknap generally has faster solution times than mtm, and the larger the problems become, the more efficient

Table IV: Total computing time mulknap, small problems with m = 5. Average of 10

instances.

Table V: Total computing time mtm, small problems with m = 5. Average of 10 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | | | Subset-sum 100 1000 10000 | | |
| 25 | 0.34 | 0.80 | 0.75 | 3.96 | 7.87 | 4.42 | 0.37 | 9.74 | 29.12 | 0.00 | 19.64 | 111.36 |
| 50 | 0.06 | 2.13 | 6.21 | 0.63 | 62.06 | 181.67 | 3.02 | 6.68 | 522.53 | 0.00 | 0.01 | 0.06 |
| 75 | 0.05 | 1.19 | 13.38 | 0.41 | 21.04 | 123.00 | — | 126.91 | 322.34 | 0.00 | 0.00 | 0.05 |
| 100 | 0.05 | 1.27 | 10.35 | 0.11 | 21.36 | 242.46 | — | 623.90 | — | 0.00 | 0.00 | 0.05 |
| 200 | 0.03 | 1.26 | 5.81 | 0.02 | 16.10 | 278.77 | — | — | — | 0.00 | 0.01 | 0.05 |
| 25 | 0.02 | 0.04 | 0.06 | 0.17 | 0.14 | 0.80 | 0.03 | 0.36 | 1.49 | 0.00 | 0.67 | 5.82 |
| 50 | 0.02 | 0.13 | 1.06 | 0.18 | 2.82 | 22.60 | 0.16 | 2.58 | 151.76 | 0.00 | 0.28 | 14.47 |
| 75 | 0.02 | 0.29 | 1.17 | 0.02 | 3.54 | 21.49 | 8.68 | 111.48 | 169.50 | 0.00 | 0.08 | 4.97 |
| 100 | 0.01 | 0.23 | 2.63 | 0.03 | 4.17 | 21.71 | — | 197.25 | 212.37 | 0.00 | 0.02 | 1.22 |
| 200 | 0.01 | 0.09 | 0.80 | 0.01 | 11.73 | 153.46 | — | — | — | 0.00 | 0.01 | 0.41 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10 000 | | | Subset-sum 100 1000 10 000 | | |
| 25 | 0.33 | 0.41 | 0.26 | 3.20 | 10.00 | 6.42 | 0.06 | 1.77 | 2.90 | 0.00 | 1.37 | 10.78 |
| 50 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 | 11.83 | 0.00 | 0.01 | 0.09 | 0.00 | 0.00 | 0.08 |
| 75 | 0.00 | 0.00 | 0.01 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.18 | 0.00 | 0.00 | 0.04 |
| 100 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.19 | 0.00 | 0.00 | 0.03 |
| 200 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.01 | 0.08 | 0.97 | 0.00 | 0.00 | 0.03 |
| 25 | 0.00 | 0.07 | 0.02 | 0.12 | 0.14 | 0.62 | 0.00 | 0.10 | 0.36 | 0.00 | 0.09 | 1.06 |
| 50 | 0.00 | 0.00 | 0.01 | 0.00 | 0.23 | 2.06 | 0.00 | 0.02 | 0.55 | 0.00 | 0.01 | 0.32 |
| 75 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.07 | 0.01 | 0.06 | 1.38 | 0.00 | 0.01 | 0.23 |
| 100 | 0.00 | 0.00 | 0.01 | 0.00 | 0.02 | 0.18 | 0.01 | 0.02 | 0.35 | 0.00 | 0.01 | 0.13 |
| 200 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.01 | 0.01 | 0.08 | 1.14 | 0.00 | 0.00 | 0.10 |

mulknap gets.

Table VI: Total computing time mulknap, large problems with m = 10. Average of 10 instances.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10 000 | | | Weakly correlated 100 1000 10 000 | | | Strongly correlated 100 1000 10000 | | | 100 | Subset-  1000 | sum  10000 |
| 100 | 0.00 | 0.00 | 0.03 | 0.00 | 0.01 | 0.03 | 0.01 | 0.02 | 0.22 | 0.00 | 0.01 | 0.08 |
| 300 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.02 | 0.01 | 0.15 | 1.15 | 0.00 | 0.01 | 0.05 |
| 1000 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.06 | 0.60 | 5.83 | 0.00 | 0.01 | 0.04 |
| 3000 | 0.00 | 0.01 | 0.01 | 0.00 | 0.01 | 0.02 | 0.15 | 1.98 | 20.88 | 0.01 | 0.01 | 0.04 |
| 10000 | 0.01 | 0.02 | 0.03 | 0.01 | 0.01 | 0.04 | 0.85 | 7.29 | 135.36 | 0.02 | 0.02 | 0.05 |
| 30000 | 0.04 | 0.04 | 0.07 | 0.04 | 0.04 | 0.07 | 3.07 | 33.39 | 491.87 | 0.05 | 0.05 | 0.08 |
| 100000 | 0.18 | 0.19 | 0.24 | 0.17 | 0.19 | 0.22 | 10.91 | 149.09 | 1176.09 | 0.22 | 0.20 | 0.29 |
| 100 | 0.02 | 0.00 | 0.60 | 0.01 | 0.38 | 19.78 | 0.00 | 1.96 | 12.80 | 0.00 | 0.26 | 8.55 |
| 300 | 0.00 | 0.01 | 0.05 | 0.00 | 0.01 | 0.20 | 0.02 | 3.16 | 4.04 | 0.00 | 0.14 | 0.35 |
| 1000 | 0.01 | 0.01 | 0.02 | 0.01 | 0.03 | 0.03 | 0.07 | 0.48 | 46.30 | 0.00 | 0.01 | 0.14 |
| 3000 | 0.00 | 0.01 | 0.02 | 0.01 | 0.01 | 0.08 | 0.17 | 2.04 | 27.45 | 0.01 | 0.01 | 0.08 |
| 10000 | 0.01 | 0.02 | 0.04 | 0.01 | 0.02 | 0.05 | 0.63 | 6.92 | 144.33 | 0.02 | 0.03 | 0.07 |
| 30000 | 0.04 | 0.04 | 0.09 | 0.04 | 0.04 | 0.08 | 2.71 | 33.09 | 426.42 | 0.05 | 0.06 | 0.09 |
| 100000 | 0.18 | 0.19 | 0.25 | 0.18 | 0.19 | 0.22 | 12.61 | 147.46 | 1162.63 | 0.22 | 0.20 | 0.30 |

The last two tables, Table VI and VII compare the solution times of the two algorithms for large instances n > 300. It is seen that mulknap is able to solve most of the large sized instances while mtm only can solve low-ranged problems. For very large instances n > 10 000, mulknap is actually able to solve the problems in times comparable to the best solution times for the 0-1 Knapsack Problem. Notice however the missing entry for uncorrelated instances with n = 300, R = 10000. Despite the tight upper and lower bounds, MKP is still MV-hard in the strong sense, and exponentially growing computational times may emerge at any moment.

1. Conclusion

We have shown that large Multiple Knapsack Problems, despite the ATP-hardness, gen­erally are as easy to solve as ordinary 0-1 Knapsack Problems. Small instances with a reasonable n/m ratio can also be handled, although large instances of the same kind are almost intractable. Thus future research should be focused on those instances, where n/m

Table VII: Total computing time mtm, large problems with m = 10. Average of 10 instances.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| n\R | Uncorrelated 100 1000 10000 | | | Weakly correlated 100 1000 10000 | | | Strongly correlated 100 1000 10000 | Subset-sum 100 1000 10 000 | | |
| 100 | 1.78 | 337.84 | — | 54.25 | — | — | — — — | 0.00 | 0.01 | 0.08 |
| 300 | 0.12 | 31.71 | 502.31 | 0.11 | 391.93 | — | — — — | 0.00 | 0.01 | 0.10 |
| 1000 | 0.03 | 37.02 | 828.39 | 0.01 | 105.97 | — | — — — | 0.01 | 0.02 | 0.11 |
| 100 | 0.18 | 1.20 | 18.80 | 0.74 | 56.63 | 696.98 | 542.83 — — | 0.00 | 2.04 | 515.92 |
| 300 | 0.07 | 2.47 | 30.36 | 0.07 | 145.85 | — | — — — | 0.00 | 0.25 | 6.09 |
| 1000 | 0.08 | 2.49 | 75.87 | 0.02 | 24.76 | — | — — — | 0.01 | 0.04 | 4.79 |

is small.

The presented algorithm differs from previous work, by deriving lower bounds from the surrogate solution by solving a series of Subset-sum Problems, and by using a specialized algorithm for tightening the capacity constraints. Moreover efficient algorithms are used for deriving upper bounds as well as for solving the Subset-sum Problem. In this way, the presented mulknap algorithm is the first to solve very large instances n = 100 000 with large data range R = 10 000. It is also the first algorithm to solve strongly correlated instances of large size.
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Summary (in Danish)

Indenfor Kombinatorisk Optimering skelner man mellem polynomielle og NV-hhrde prob- lemer. De fprste udmaerker sig ved at have kendte lpsningsalgoritmer hvor beregningstiden er begraenset i et polynomium af data-stprrelsen. For de NT-harde problemer kender vi i princippet ingen anden lpsningsmetode end at gennemspge samtlige lpsningsmuligheder, hvilket i vaerste fald resulterer i eksponentielt voksende beregningstider.

Denne afhandling omhandler en familie af NT-hkrde problemer, kendt under navnet Knapsack Problemer. Navnet kommer af, at alle problemer kan beskrives i termer af nogle genstande, der skal pakkes i en eller Here rygsaekke. Trods navnet begraenser anven- delserne sig dog ikke til paknings-problemer, men opstar hyppigt indenfor planlaegning af transport og pkonomi, samt som underproblemer ved lpsning af mere komplekse problemer i Kombinatorisk Optimering.

Effektiv lpsning af problemerne er derfor af essentiel betydning for adskillige fag- omrader. Eftersom alle problemerne er jVP-harde, spger denne afhandling at afdaekke lpsningsmetoder, som har rimelige beregningstider for naesten alle praktisk forekommende datatilfaelde, pa trods af at konstruerede datatilfaelde kan vises at kraeve eksponentielt voksende beregningsstider. En opfprsel, der f.eks. kendes fra simplex algoritmen.

Traditionelt har de mest effektive algoritmer for Knapsack Problemer lpst en eller anden form for kerne problem ved hjaelp af branch-and-bound metoder. Et kerne problem tillader lpsningsprocessen at fokusere pa de variable, hvor der er stprst sandsynlighed for at finde en optimal lpsning ved permutationer, og habet er, at alle variable udenfor kernen kan reduceres vaek. Der har dog altid vaeret nogle fundamentale problemer med disse algoritmer, eftersom man ikke pa forhand kunne sige hvor stor en kerne skulle vaelges, og eftersom branch-and-bound teknikken nemt fprte til eksponentielt voksende beregningstider.

Hovedparten af dette arbejde er derfor baseret pa dynamisk programmering, hvor beregningstiden i hpjere grad kan begraenses. I alle tilfaelde er det vores mal at udvikle algoritmer, hvor kompleksiteten er begraenset i “svaerheden” af problemet, f.eks. i antallet af variable, hvor heltalslpsningen afviger fra den kontinuerte lpsning, eller udtrykt i st0r- relsen af de indgaende koefficienter. Teknikkerne har vaeret anvendt pa adskillige proble­mer indenfor familien af Knapsack Problemer, og grundig afprpvning har vist metodernes fortrin.

Hovedresultater

Der er arbejdet med seks problemer indenfor familien af Knapsack Problemer, omfat- tende: 0-1 Knapsack Problemet, Multiple-choice Knapsack Problemet, Bounded Knap­sack Problemet, Unbounded Knapsack Problemet, Subset-sum Problemet og Multiple Knapsack Problemet. Hovedresultaterne indenfor denne afhandling kan kort opsummeres som fplger:

* Minimale algoritmer

Ved at anvende adaptive algoritmer baseret pa dynamisk programmering, er det lykkedes at udvikle minimale algoritmer for 0-1 Knapsack Problemet, Bounded Knapsack Problemet og Multiple-choice Knapsack Problemet. Disse algoritmer ud- maerker sig ved at Ipse en minimal kerne, og herudover at bruge hr r res I mulige kraefter pa reduktion og sortering. Beregningstiderne for algoritmerne er begraenset i termer af kernens stprrelse, antallet af elementer, samt kapaciteten af rygsaekken, og man opnar i praksis en lineaer lpsningstid for nemme problemer, mens svaere problemer er begraenset i pseudo-polynomiel tid.

* Svserhed af kerne problemet

Selvom kerneproblemet for Knapsack Problemer har vaeret anvendt i snart 20 ar, er der tilsynelandende ingen der har spekuleret over, at enkelte datatilfaelde pludselig resulterer i unormalt lange beregningstider. Der er derfor udviklet en model til forudsigelse af en kernes svaerhed, og en interessant konsekvens er, at alle hidtil benyttede testproblemer faktisk svarer til den nemmest taenkelige situation. Forslag til at undga problemer med kerne problemet bliver foreslaet og en ny metode til afprpvning af algoritmer testes.

* L*0*sning af svsere 0-1 Knapsack Problemer

Ved at benytte et klassisk resultat om separation af 0-1 Knapsack Problemer, er denne ide anvendt til lpsning af ekstremt svaere problemer. Vaerste-fald beregnings- tiden for den udviklede algoritme er en kvadratrod bedre end for tilsvarende algo­ritmer, hvilket muliggpr lpsning af sakaldte AVIS problemer af stprrelse op til 50 variable.

* Reduktionsalgoritmer, og forbedrede grsensevserdier

Der er udviklet here nye reduktionsalgoritmer som effektivt kan fastsla den optimale vaerdi af adskillige beslutningsvariable. Disse reduktionsalgoritmer er ofte baseret pa nye graensevaerdier, hvor specielt enumerative graensevaerdier har vist deres fortrin. Disse har den specielle egenskab, at de bliver strammere, jo laengere algoritmen er i lpsningsforlpbet, saledes at de giver en effektiv afskaering af spgerummet.

* Lineser-tids algoritmer for Subset-sum og 0-1 Knapsack Problemet

Der praesenteres en simpel dynamisk programmering algoritme som lpser Subset-sum Problemet i lineaer tid, safremt alle vaegte er begraenset af en konstant. Resultatet kan umiddelbart generaliseres til 0-1 Knapsack Problemet, hvilket bade giver os en ny npgle til lpsning af problemerne, men ogsa bidrager til en vigtig karakterisering af problemerne.

• Generalisering til Multiple-knapsack Problemet

Multiple-knapsack Problemet er jV'P-hardt i staerk betydning, dvs. der kan ikke Andes pseudo-polynomielle algoritmer for dette problem. Alligevel kan adskillige af de tidligere udviklede metoder benyttes her. 0vre graensevaerdier for problemet udledes ved lpsning af et 0-1 Knapsack Problem, mens nedre graensevaerdier Andes ved lpsning af et antal Subset-sum Problemer. Resultaterne er overraskende gode, idet store problemer viser sig at kunne lpses meget hurtigt. F.eks. kan et problem med 100 000 genstande, der skal pakkes i 10 rygsaekke lpses pa en brpkdel af et sekund.

I forbindelse med ovenstaende arbejde er samtlige algoritmer implementeret, og der er gennemfprt indgaende afprpvning af adskillige hyppigt forekommende datatilfaelde. Da alle testkprsler i princippet er gennemfprt pa samme datamaskine, giver afhandlingen en enestaende lejlighed til at sammenligne praktiske lpsningstider for individuelle algoritmer og problemtyper.

Konklusion

Knapsack Problemers pseudo-polynomielle natur giver en excellent indsigt i kombina- toriske problemers kompleksitet pa graensen mellem NT og V.

Det er i sagens natur svaert at give meningsfulde graenser for lpsningstiden af N'P- harde problemer, men vi har forspgt at udtrykke kompleksiteter begraenset i “svaerheden” af et datatilfaelde. F.eks. stprrelsesordnen af de indgaende koefAcienter, stprrelsen af en minimal kerne, eller antallet af udominerede genstande. Selvom alle disse graenser er eksponentielle i den yderste konsekvens, muliggpr de en udskillelse af adskillige let lpselige problemer, ligesom man er garanteret ensartede lpsningstider for problemer af samme karakter.

Xaervaerende arbejde har beskrevet here problemer fra Knapsack familien, men ad­skillige problemer er stadig abne. Der er gode udsigter m.h.t. at generalisere de oven- for naevnte teknikker til Unbounded Knapsack Problemet, Bin-packing Problemet eller Change-making Problemet. Endvidere vil de udviklede recursionsformler for dynamisk programmering med stor sandsynlighed kunne bruges til forbedrede approximative algo­ritmer.
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1. e-allowance method: The upper bound tests are strengthened by fathoming nodes with upper bound и < z+e where г is the current solution, and e is a given tolerance. [↑](#footnote-ref-1)
2. Hi ... Hh 6 Li ... Li n J Figure 4.3: The lists H and L of discarded intervals. [↑](#footnote-ref-2)
3. We may explain the turbulent behavior of mt2 for weakly correlated problems, when c = 50%, as reported by Martello and Toth [53] and Pisinger [75,77]: The partition- [↑](#footnote-ref-3)
4. OLi

   о
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   Figure 7.5: Preprocessing of JVj. White nodes are dominated by Д. [↑](#footnote-ref-4)
5. Martello and Toth [53] do not recognize this problem, since their test instances have capacity c = | YJj=\ mjwj- For the so-called weakly correlated data instances, this choice of capacity leads to the easiest possible data instances. Figure 8.1 shows the actual running times of mtb2 when the capacity is varied from 1% to 99% of the total weight sum. Each point shows the average times of 200 randomly generated data instances with the given capacity. The weights are randomly distributed in [1,100], while the bounds are distributed in [1,10]. For c = 50% the running times

   10% 50%

   Figure 8.2: Average log computational times for mtb2 in seconds, as function of the capacity c. Weakly correlated instances, n = 2000, R = 100, rrij in [1,10]. [↑](#footnote-ref-5)
6. The process stops, when all states of the dynamic programming have been fathomed due to a bounding test, or when all items outside the core could be fixed at their LP-optimal value through reduction rules. [↑](#footnote-ref-6)
7. The branch-and-bound algorithm needs good lower bounds for fathoming nodes in the enumeration.

   * We need some knowledge to guide the branching towards good feasible solutions.

   In order to evade these problem, Martello and Toth proposed a bound-and-bound algo­rithm for MKP, where at each node of the branching tree we derive not only an upper bound, but also a lower bound. This technique is well suited for problems, where it is easy to find a fast heuristic solution which yields good lower bounds, and where it is difficult to verify feasibility of the upper bound. [↑](#footnote-ref-7)
8. Strongly correlated data instances: Wj randomly distributed in [1, Д] and Pj =

   Wj + 10.

   * Subset-sum data instances: Wj randomly distributed in [1, Д] and pj = Wj.

   Martello and Toth [53] proposed to consider two different classes of capacities as follows: Similar capacities have the first m — 1 capacities c« randomly distributed in [↑](#footnote-ref-8)