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# Classification with word2vec

– Prof. Dorien Herremans

We will be tackling a classification problem by first creating word embeddings, and comparing this to alternative approaches.

During this tutorial, you will need some of the following libraries, let’s install them first if you don’t have them:

In [0]: !pip install bs4

!pip install sklearn

!pip install nltk

!pip install gensim

!pip install lxml

Requirement already satisfied: bs4 in /usr/local/lib/python3.6/dist-packages (0.0.1) Requirement already satisfied: beautifulsoup4 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: sklearn in /usr/local/lib/python3.6/dist-packages (0.0) Requirement already satisfied: scikit-learn in /usr/local/lib/python3.6/dist-packages (from sk Requirement already satisfied: scipy>=0.17.0 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: numpy>=1.11.0 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: joblib>=0.11 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: nltk in /usr/local/lib/python3.6/dist-packages (3.2.5) Requirement already satisfied: six in /usr/local/lib/python3.6/dist-packages (from nltk) (1.12 Requirement already satisfied: gensim in /usr/local/lib/python3.6/dist-packages (3.6.0) Requirement already satisfied: scipy>=0.18.1 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: six>=1.5.0 in /usr/local/lib/python3.6/dist-packages (from gens Requirement already satisfied: smart-open>=1.2.1 in /usr/local/lib/python3.6/dist-packages (fr Requirement already satisfied: numpy>=1.11.3 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: boto>=2.32 in /usr/local/lib/python3.6/dist-packages (from Requirement already satisfied: boto3 in /usr/local/lib/python3.6/dist-packages (from smart-ope Requirement already satisfied: requests in /usr/local/lib/python3.6/dist-packages (from smart- Requirement already satisfied: s3transfer<0.3.0,>=0.2.0 in /usr/local/lib/python3.6/dist-packa Requirement already satisfied: jmespath<1.0.0,>=0.7.1 in /usr/local/lib/python3.6/dist-package Requirement already satisfied: botocore<1.14.0,>=1.13.2 in /usr/local/lib/python3.6/dist-packa Requirement already satisfied: chardet<3.1.0,>=3.0.2 in /usr/local/lib/python3.6/dist-packages Requirement already satisfied: certifi>=2017.4.17 in /usr/local/lib/python3.6/dist-packages (f Requirement already satisfied: urllib3<1.25,>=1.21.1 in /usr/local/lib/python3.6/dist-packages Requirement already satisfied: idna<2.9,>=2.5 in /usr/local/lib/python3.6/dist-packages (from

Requirement already satisfied: docutils<0.16,>=0.10 in /usr/local/lib/python3.6/dist-packages Requirement already satisfied: python-dateutil<3.0.0,>=2.1; python\_version >= "2.7" in Requirement already satisfied: lxml in /usr/local/lib/python3.6/dist-packages (4.2.6)

Now we can import some libraries that we will use:

In [0]: **import logging**

## import pandas as pd import numpy as np

**from numpy import** random

## import gensim import nltk import lxml

**from sklearn.model\_selection import** train\_test\_split

**from sklearn.feature\_extraction.text import** CountVectorizer, TfidfVectorizer

**from sklearn.metrics import** accuracy\_score, confusion\_matrix, classification\_report

## import matplotlib.pyplot as plt matplotlib inline

* 1. **TFIDF with logistic regression**
     1. **Preparing the dataset**

The classification problem at hand is to predict the tag that belongs to a stack overflow post. The data from Google BigQuery is publicly available at this Cloud Storage URL:

https://storage.googleapis.com/tensorflow-workshop-examples/stack-overflow-data.csv. We can read it directly into a pandas dataframe.

In [0]: url = "https://storage.googleapis.com/tensorflow-workshop-examples/stack-overflow-data df = pd.read\_csv(url, encoding = 'latin-1')

Let’s start by having a look at our data:

In [0]: *# only keep data that has a tag (is labeled):*

df = df[pd.notnull(df['tags'])]

*# display first ten rows:*

df.head(10)

Out[0]: post tags

1. what is causing this behavior in our c# datet... c#
2. have dynamic html load as if it was in an ifra... asp.net
3. how to convert a float value in to min:sec i ... objective-c
4. .net framework 4 redistributable just wonderi. net
5. trying to calculate and print the mean and its... python
6. how to give alias name for my website i have ... asp.net
7. window.open() returns null in angularjs it wo... angularjs
8. identifying server timeout quickly in iphone ... iphone
9. unknown method key error in rails 2.3.8 unit ... ruby-on-rails
10. from the include how to show and hide the con... angularjs

The size of our model will depend on how many unqiue words are in the dataset (meaning in the article text or posts):

In [0]: *# Count the number of words:*

df['post'].apply(**lambda** x: len(x.split(' '))).sum() Out[0]: 10286120

We have over 10 million words in the data. That’s a lot! Let’s visualise our dataset:

In [0]: *# visualising dataset* plt.figure(figsize=(10,4)) df.tags.value\_counts().plot(kind='bar');

![](data:image/png;base64,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)

As you can see, the classes are very well balanced.

Now let’s have a look at the data of the posts (‘post’ columns) in more detail:

In [0]: print(df['post'].values[10])

when we need interface c# <blockquote> <strong>possible duplicate:</strong><br> <a href=

As you can see, the text needs to be cleaned up a bit. Below we use the nltk toolkit to remove spaces, html tags, stopwords, symbols etc. Below we define a function to remove stop words, replace / and other symbols with spaces, . . .

In [0]: *# note: slower students may wish to skip this step to finish the lab in class*

**from nltk.corpus import** stopwords

## import re

**from bs4 import** BeautifulSoup

*# load a list of stop words*

nltk.download('stopwords')

REPLACE\_BY\_SPACE\_RE = re.compile('[/()**{}**\[\]\|@,;]') BAD\_SYMBOLS\_RE = re.compile('[^0-9a-z #+\_]') STOPWORDS = set(stopwords.words('english'))

**def** clean\_text(text):

*"""*

*"""*

*text: a string*

*return: modified initial string*

text = BeautifulSoup(text, 'html.parser').text *# HTML decoding*

text = text.lower() *# lowercase text*

text = REPLACE\_BY\_SPACE\_RE.sub(' ', text) *# replace REPLACE\_BY\_SPACE\_RE symbols by* text = BAD\_SYMBOLS\_RE.sub('', text) *# delete symbols which are in BAD\_SYMBOLS\_RE f* text = ' '.join(word **for** word **in** text.split() **if** word **not in** STOPWORDS) *# delete s* **return** text

[nltk\_data] Downloading package stopwords to /root/nltk\_data... [nltk\_data] Unzipping corpora/stopwords.zip.

Now we can apply the newly defined function on the column of df ‘post’.

In [0]: df['post'] = df['post'].apply(clean\_text)

Let’s check the results:

In [0]: print(df['post'].values[10])

need interface c# possible duplicate would want use interfaces need interface want know use ex

This looks a lot better!

Now how many unique words do we have in this cleaned up dataset?

In [0]: df['post'].apply(**lambda** x: len(x.split(' '))).sum() Out[0]: 3424194

Now we have over 3 million words to work with.

Before we start creating some classifiers, let’s split our dataset in a test set (for evaluation) and training set:

In [0]: X = df.post

y = df.tags

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.3, random\_state

## Logistic regression

Now that we have our features, we can train a classifier to try to predict the tag of a post. We will start with logistic regression and TFIDF representation which provides a nice baseline for this task.

To make the vectorizer => transformer => classifier easier to work with, we will use Pipeline class in Scikit-Learn that behaves like a compound classifier.

In [0]: **from sklearn.linear\_model import** LogisticRegression

**from sklearn.pipeline import** Pipeline

**from sklearn.feature\_extraction.text import** TfidfTransformer

*# we define a Pipeline, which first represents our features as TFID # Then performs logistic regression*

logreg = Pipeline([('vect', CountVectorizer()),

('tfidf', TfidfTransformer()),

('clf', LogisticRegression(n\_jobs=1, C=1e5)),

])

logreg.fit(X\_train, y\_train)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:432: FutureWarning: De FutureWarning)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:469: FutureWarning: De "this warning.", FutureWarning)

Out[0]: Pipeline(memory=None,

steps=[('vect',

CountVectorizer(analyzer='word', binary=False,

decode\_error='strict',

dtype=<class 'numpy.int64'>, encoding='utf-8', input='content', lowercase=True, max\_df=1.0, max\_features=None, min\_df=1,

ngram\_range=(1, 1), preprocessor=None, stop\_words=None, strip\_accents=None, token\_pattern='(?u)\\b\\w\\w+\\b', tokenizer=None, vocabulary=None)),

('tfidf',

TfidfTransformer(norm='l2', smooth\_idf=True,

sublinear\_tf=False, use\_idf=True)),

('clf',

LogisticRegression(C=100000.0, class\_weight=None, dual=False,

fit\_intercept=True, intercept\_scaling=1, l1\_ratio=None, max\_iter=100, multi\_class='warn', n\_jobs=1, penalty='l2', random\_state=None, solver='warn', tol=0.0001, verbose=0, warm\_start=False))],

verbose=False)

How well does it work?

In [0]: *# to show the computation time:*

time

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAiCAYAAACwaJKDAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAChklEQVRIiaXWS6iPQRjH8c/5OyJyyerI/VJCSk4pFhRJLrGzsZDbsZMNC1IWUpbCgqizcduIBRYiKYXcLZS7KEpydxCOxczbGeN9//9zeDbzPDPv+31n5ve880xTW1ubaHOwDRNxGuvxXn3bio3YjS1FZ1OEzsQ59E1euIpZ+FYBHIlHaMZXDMAPqMUHdkTgLzyJfdOxrM4sV0cg3C6ABXQCZsd4JybjcYzXVQCbI7Swg+lgDZOSuB0dOBLjyRXQBRgW/U84mkNHR78zmeGD2A7GoBJoW+Ifxscc+iX6Tegd/VSw7xlwBBYm8f78izU8TeKpWftK2I7UVukS+Aaul0FvJLPZjClYHuNL2fO9sKbeLAvoa2FfYDHuCDlHSOrUFmB49D8n7/0FLWb4IBvbhYtZX12BCiuS96Xw96wR8vaMkFadybPDsSiJS5eeQgmibK960J8C3VIiUGG1qoHMcoH2+XMV/wSdL+QnIa9LBeopNBXoCD78L3SYkGqF7Wv0QnegK4U9JRxx1/4X2iOBugudh1HRbyhQd6GpQEc1rlkNoUOxJIkr/6CeQFfpEuiOUAhTG4eTeINTkgrSrNxqWJvEuUAtOC9UVMKhPQ0z8LRqpqlAHTiUjW9IgMXp1iLcASqXX0+gdBVnhVPtRIxXoG8ZtEV9gVowJPrtwra0x7g/RpdBV+ra67u4ko2PSvyHWasM2kggwhWnsD5ZCx05dC7GFIP+FgieJX5efSlRPxXoGN6VQN/iXvTXY6yQDfAcL1LoQCxN4qo/qBN7oj9euPlNifFe/Eyh/XSl2E1croDCAeEOm9oFsaT3am1tLTo/4b5wJdwkFMIq+4njQhV+Hz+ySbgL+A3iYIpxt78TKgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAiCAYAAACwaJKDAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAChklEQVRIiaXWS6iPQRjH8c/5OyJyyerI/VJCSk4pFhRJLrGzsZDbsZMNC1IWUpbCgqizcduIBRYiKYXcLZS7KEpydxCOxczbGeN9//9zeDbzPDPv+31n5ve880xTW1ubaHOwDRNxGuvxXn3bio3YjS1FZ1OEzsQ59E1euIpZ+FYBHIlHaMZXDMAPqMUHdkTgLzyJfdOxrM4sV0cg3C6ABXQCZsd4JybjcYzXVQCbI7Swg+lgDZOSuB0dOBLjyRXQBRgW/U84mkNHR78zmeGD2A7GoBJoW+Ifxscc+iX6Tegd/VSw7xlwBBYm8f78izU8TeKpWftK2I7UVukS+Aaul0FvJLPZjClYHuNL2fO9sKbeLAvoa2FfYDHuCDlHSOrUFmB49D8n7/0FLWb4IBvbhYtZX12BCiuS96Xw96wR8vaMkFadybPDsSiJS5eeQgmibK960J8C3VIiUGG1qoHMcoH2+XMV/wSdL+QnIa9LBeopNBXoCD78L3SYkGqF7Wv0QnegK4U9JRxx1/4X2iOBugudh1HRbyhQd6GpQEc1rlkNoUOxJIkr/6CeQFfpEuiOUAhTG4eTeINTkgrSrNxqWJvEuUAtOC9UVMKhPQ0z8LRqpqlAHTiUjW9IgMXp1iLcASqXX0+gdBVnhVPtRIxXoG8ZtEV9gVowJPrtwra0x7g/RpdBV+ra67u4ko2PSvyHWasM2kggwhWnsD5ZCx05dC7GFIP+FgieJX5efSlRPxXoGN6VQN/iXvTXY6yQDfAcL1LoQCxN4qo/qBN7oj9euPlNifFe/Eyh/XSl2E1croDCAeEOm9oFsaT3am1tLTo/4b5wJdwkFMIq+4njQhV+Hz+ySbgL+A3iYIpxt78TKgAAAABJRU5ErkJggg==)

y\_pred = logreg.predict(X\_test)
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accuracy 0.7826666666666666

|  |  |  |  |
| --- | --- | --- | --- |
|  | precision | recall f1-score | support |
| .net | 0.70 | 0.62 0.66 | 613 |
| android | 0.91 | 0.90 0.91 | 620 |
| angularjs | 0.97 | 0.94 0.95 | 587 |
| asp.net | 0.78 | 0.77 0.78 | 586 |
| c | 0.77 | 0.81 0.79 | 599 |
| c# | 0.60 | 0.58 0.59 | 589 |
| c++ | 0.77 | 0.76 0.76 | 594 |
| css | 0.81 | 0.86 0.84 | 610 |
| html | 0.69 | 0.71 0.70 | 617 |
| ios | 0.61 | 0.59 0.60 | 587 |
| iphone | 0.64 | 0.64 0.64 | 611 |
| java | 0.83 | 0.83 0.83 | 594 |
| javascript | 0.78 | 0.78 0.78 | 619 |
| jquery | 0.84 | 0.85 0.84 | 574 |
| mysql | 0.80 | 0.83 0.82 | 584 |
| objective-c | 0.65 | 0.64 0.65 | 578 |
| php | 0.82 | 0.84 0.83 | 591 |
| python | 0.91 | 0.91 0.91 | 608 |
| ruby-on-rails | 0.96 | 0.94 0.95 | 638 |
| sql | 0.78 | 0.83 0.80 | 601 |
| accuracy |  | 0.78 | 12000 |
| macro avg | 0.78 | 0.78 0.78 | 12000 |
| weighted avg | 0.78 | 0.78 0.78 | 12000 |
| CPU times: user Wall time: 1.15 | 1.13 s, sys: s | 1.35 ms, total: | 1.14 s |

That’s quite a good accuracy. Now let’s see if we can combine word2vec with logistic regres- sion by feeding the new embedded representation to our logistic regression instead of the bag of words.

# Word2vec embedding and Logistic Regression

Let’s load a pretrained word2vec model, and use the embedding representation as input to a simple classifier (i.e. logistic regression).

You can use the word2vec model you trained in lab 10a, or load this (quite big, 1.5GB) pre- trained word2vec model: https://s3.amazonaws.com/dl4j-distribution/GoogleNews-vectors- negative300.bin.gz

Note: it can take a while to load. (takes 2min for me)

In [0]: !wget "https://s3.amazonaws.com/dl4j-distribution/GoogleNews-vectors-negative300.bin.g

--2019-10-31 03:30:16-- https://s3.amazonaws.com/dl4j-distribution/GoogleNews-vectors-negativ Resolving s3.amazonaws.com (s3.amazonaws.com)... 52.216.177.197

Connecting to s3.amazonaws.com (s3.amazonaws.com)|52.216.177.197|:443... connected. HTTP request sent, awaiting response... 200 OK

Length: 1647046227 (1.5G) [application/x-gzip] Saving to: GoogleNews-vectors-negative300.bin.gz

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAiCAYAAACwaJKDAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAACa0lEQVRIia3WT2hdRRTH8U9foomFxlAoJNqaoGClUHBR0XYjCFKRltJtoAsD/it0GxeNgqCly25cKNpQCt34txY3bizFhS6atgoujEqMQoQSSmubtJqQLmZe33nzbvJS8n5wmT/nzPfeO2fmzNDQC7iAqziFh7XX27iB96uMe7CA5fD8iJ5VgI/h/+y7gO7S4Xw2LuGPAD60CvTd4PdDadwejMfwEH7P7e9XAHbj7zDu1dLhYDA+mfvey+1rK0D3hzH/YlM01jCc68vSr8NULvtVB+y1UD+TwU3Q+VzfgAdyvTf4/FcAt+Hl0P6ofGMN06H9dFH+I0U2ajSPg0lcLKGwBXek3z+HndLaW8ZnhW8X/tKYz9ergHVNaF6j9ef5wm9fsN1UBKjUIH4tgCekeY76Othb5rJKAxjHaYxUALdKm6MO3bUWaDu9E4CXKl563+rCTIC+sV4gaV3WgbfQ1wnoVwH6cSeAj2IxQJ/pBHQ8AC/rUICmA/TN9QLhJc0BWssR01ZfBOgnnQAOag7Qs52AHg3AK1oD9ATOYg7fYEc7YD3P1qGHC/sA/tScgGY1TpFK7Q3O81oDdDzYY3b7YDXo58HxZMVfzGXbt9K0fKmRY3tVaEDjkrCM5wr7I8E2kvsOhL6nalr1isZt42fpphI1FOq/FSUMl9Ca5ovBh/ntUbdDvacoaT0ovag5QP2lAzYHnyO5bzT0DZUDPg3GiQogKTC/ZJ8pPI6fcntGyhf31CddHOrQ3StASeu26vR9q3Qc0NiWk1ZPcQ9KuygCv8NGxafelBbyIsak28lKWpKSzSyuS6fBmJTJ3AVgRs7QL03OtQAAAABJRU5ErkJggg==)GoogleNews-vectors- 100 [===================>] 1.53G 56.3MB/s in 23s

2019-10-31 03:30:40 (67.3 MB/s) - GoogleNews-vectors-negative300.bin.gz saved [1647046227/1647

Once the file is on your system:

In [0]: time

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAiCAYAAACwaJKDAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAChklEQVRIiaXWS6iPQRjH8c/5OyJyyerI/VJCSk4pFhRJLrGzsZDbsZMNC1IWUpbCgqizcduIBRYiKYXcLZS7KEpydxCOxczbGeN9//9zeDbzPDPv+31n5ve880xTW1ubaHOwDRNxGuvxXn3bio3YjS1FZ1OEzsQ59E1euIpZ+FYBHIlHaMZXDMAPqMUHdkTgLzyJfdOxrM4sV0cg3C6ABXQCZsd4JybjcYzXVQCbI7Swg+lgDZOSuB0dOBLjyRXQBRgW/U84mkNHR78zmeGD2A7GoBJoW+Ifxscc+iX6Tegd/VSw7xlwBBYm8f78izU8TeKpWftK2I7UVukS+Aaul0FvJLPZjClYHuNL2fO9sKbeLAvoa2FfYDHuCDlHSOrUFmB49D8n7/0FLWb4IBvbhYtZX12BCiuS96Xw96wR8vaMkFadybPDsSiJS5eeQgmibK960J8C3VIiUGG1qoHMcoH2+XMV/wSdL+QnIa9LBeopNBXoCD78L3SYkGqF7Wv0QnegK4U9JRxx1/4X2iOBugudh1HRbyhQd6GpQEc1rlkNoUOxJIkr/6CeQFfpEuiOUAhTG4eTeINTkgrSrNxqWJvEuUAtOC9UVMKhPQ0z8LRqpqlAHTiUjW9IgMXp1iLcASqXX0+gdBVnhVPtRIxXoG8ZtEV9gVowJPrtwra0x7g/RpdBV+ra67u4ko2PSvyHWasM2kggwhWnsD5ZCx05dC7GFIP+FgieJX5efSlRPxXoGN6VQN/iXvTXY6yQDfAcL1LoQCxN4qo/qBN7oj9euPlNifFe/Eyh/XSl2E1croDCAeEOm9oFsaT3am1tLTo/4b5wJdwkFMIq+4njQhV+Hz+ySbgL+A3iYIpxt78TKgAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAiCAYAAACwaJKDAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAChklEQVRIiaXWS6iPQRjH8c/5OyJyyerI/VJCSk4pFhRJLrGzsZDbsZMNC1IWUpbCgqizcduIBRYiKYXcLZS7KEpydxCOxczbGeN9//9zeDbzPDPv+31n5ve880xTW1ubaHOwDRNxGuvxXn3bio3YjS1FZ1OEzsQ59E1euIpZ+FYBHIlHaMZXDMAPqMUHdkTgLzyJfdOxrM4sV0cg3C6ABXQCZsd4JybjcYzXVQCbI7Swg+lgDZOSuB0dOBLjyRXQBRgW/U84mkNHR78zmeGD2A7GoBJoW+Ifxscc+iX6Tegd/VSw7xlwBBYm8f78izU8TeKpWftK2I7UVukS+Aaul0FvJLPZjClYHuNL2fO9sKbeLAvoa2FfYDHuCDlHSOrUFmB49D8n7/0FLWb4IBvbhYtZX12BCiuS96Xw96wR8vaMkFadybPDsSiJS5eeQgmibK960J8C3VIiUGG1qoHMcoH2+XMV/wSdL+QnIa9LBeopNBXoCD78L3SYkGqF7Wv0QnegK4U9JRxx1/4X2iOBugudh1HRbyhQd6GpQEc1rlkNoUOxJIkr/6CeQFfpEuiOUAhTG4eTeINTkgrSrNxqWJvEuUAtOC9UVMKhPQ0z8LRqpqlAHTiUjW9IgMXp1iLcASqXX0+gdBVnhVPtRIxXoG8ZtEV9gVowJPrtwra0x7g/RpdBV+ra67u4ko2PSvyHWasM2kggwhWnsD5ZCx05dC7GFIP+FgieJX5efSlRPxXoGN6VQN/iXvTXY6yQDfAcL1LoQCxN4qo/qBN7oj9euPlNifFe/Eyh/XSl2E1croDCAeEOm9oFsaT3am1tLTo/4b5wJdwkFMIq+4njQhV+Hz+ySbgL+A3iYIpxt78TKgAAAABJRU5ErkJggg==)

**from gensim.models import** Word2Vec

wv = gensim.models.KeyedVectors.load\_word2vec\_format("GoogleNews-vectors-negative300.b wv.init\_sims(replace=**True**)

print('Model loaded')

/usr/local/lib/python3.6/dist-packages/smart\_open/smart\_open\_lib.py:398: UserWarning: This fun
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Model loaded

CPU times: user 2min 3s, sys: 4.3 s, total: 2min 7s Wall time: 2min 7s

If you are interested how good these pretrained embeddings are, you could try some of the similarity tests we did in Lab 10a.

As we have multiple words for each post, we will need to somehow combine them. A common way to achieve this is by averaging the word vectors per document. It could also be summation or weighted addition. The function below takes as input a list of words and the w2v model wv. Then it retrieves the vector embeddings for each of the words and averages them.

In [0]: **def** word\_averaging(wv, words):

*# averages a set of words 'words' given their wordvectors 'wv'*

all\_words, mean = set(), []

*# for each word in the list of words*

**for** word **in** words:

*# if the words are alread vectors, then just append them*

**if** isinstance(word, np.ndarray): mean.append(word)

*# if not: first get the vector embedding for the words*

**elif** word **in** wv.vocab: mean.append(wv.syn0norm[wv.vocab[word].index]) all\_words.add(wv.vocab[word].index)

**if not** mean:
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*# use gensim's method to calculate the mean of all the words appended to mean list* mean = gensim.matutils.unitvec(np.array(mean).mean(axis=0)).astype(np.float32) **return** mean

**def** word\_averaging\_list(wv, text\_list):

**return** np.vstack([word\_averaging(wv, post) **for** post **in** text\_list ])

Below, we explore a different way to create tokens out of sentences, by using the nltk toolkit.

In [0]: **import nltk.data**

nltk.download('punkt')

**def** w2v\_tokenize\_text(text):

*# create tokens, a list of words, for each post. This function will do some cleani*

tokens = []

**for** sent **in** nltk.sent\_tokenize(text, language='english'):

**for** word **in** nltk.word\_tokenize(sent, language='english'):

**if** len(word) < 2:

## continue

tokens.append(word)

**return** tokens

[nltk\_data] Downloading package punkt to /root/nltk\_data... [nltk\_data] Package punkt is already up-to-date!

Let’s split the dataset in training and test set like before, and tokenize each of the datasets

In [0]: train, test = train\_test\_split(df, test\_size=0.3, random\_state = 42)

test\_tokenized = test.apply(**lambda** r: w2v\_tokenize\_text(r['post']), axis=1).values train\_tokenized = train.apply(**lambda** r: w2v\_tokenize\_text(r['post']), axis=1).values

We can then average the position per post in this new dataset using the functions we defined above and based on our word2vec model wv.

In [0]: X\_train\_word\_average = word\_averaging\_list(wv,train\_tokenized) X\_test\_word\_average = word\_averaging\_list(wv,test\_tokenized)

/usr/local/lib/python3.6/dist-packages/ipykernel\_launcher.py:13: DeprecationWarning: Call to del sys.path[0]

/usr/local/lib/python3.6/dist-packages/gensim/matutils.py:737: FutureWarning: Conversion of th if np.issubdtype(vec.dtype, np.int):

WARNING:root:cannot compute similarity with no input [] WARNING:root:cannot compute similarity with no input ['ngrepeat']

Now we can feed this new representation into the logistic regression:

In [0]: **from sklearn.linear\_model import** LogisticRegression logreg = LogisticRegression(n\_jobs=1, C=1e5)

logreg = logreg.fit(X\_train\_word\_average, train['tags']) y\_pred = logreg.predict(X\_test\_word\_average)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:432: FutureWarning: De FutureWarning)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:469: FutureWarning: De "this warning.", FutureWarning)

How accurate is this averaged word2vec model with logistic regression?
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| accuracy 0.6375 | precision | recall | f1-score | support |
| .net | 0.62 | 0.59 | 0.61 | 613 |
| android | 0.74 | 0.76 | 0.75 | 620 |
| angularjs | 0.65 | 0.67 | 0.66 | 587 |
| asp.net | 0.53 | 0.52 | 0.52 | 586 |
| c | 0.70 | 0.77 | 0.73 | 599 |
| c# | 0.44 | 0.39 | 0.41 | 589 |
| c++ | 0.65 | 0.60 | 0.63 | 594 |
| css | 0.73 | 0.80 | 0.76 | 610 |
| html | 0.60 | 0.61 | 0.60 | 617 |
| ios | 0.56 | 0.52 | 0.54 | 587 |
| iphone | 0.55 | 0.50 | 0.52 | 611 |
| java | 0.61 | 0.61 | 0.61 | 594 |
| javascript | 0.65 | 0.65 | 0.65 | 619 |
| jquery | 0.61 | 0.57 | 0.59 | 574 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| mysql | 0.70 | 0.71 | 0.71 | 584 |
| objective-c | 0.42 | 0.43 | 0.43 | 578 |
| php | 0.68 | 0.70 | 0.69 | 591 |
| python | 0.76 | 0.78 | 0.77 | 608 |
| ruby-on-rails | 0.82 | 0.83 | 0.82 | 638 |
| sql | 0.65 | 0.71 | 0.68 | 601 |
| accuracy |  |  | 0.64 | 12000 |
| macro avg | 0.63 | 0.64 | 0.63 | 12000 |
| weighted avg | 0.63 | 0.64 | 0.64 | 12000 |

Now you can see that the accuracy went down! Oh no! Why is that? Because we used a very naive approach, to average our vectors. The way around it would be doc2vec, which learns relationships between documents (posts in this case), instead of words. The accuracy could also improve by using a different classifier instead of logistic regression, or by changing the aggrega- tion strategy.

# Doc2vec and Logistic Regression (advanced)

The idea of word2vec can be extended to documents whereby instead of learning feature repre- sentations for words, we learn it for sentences or documents. To get a general idea of a word2vec, think of it as a mathematical average of the word vector representations of all the words in the document. Doc2Vec extends the idea of word2vec, however words can only capture so much, there are times when we need relationships between documents and not just words.

The way to train doc2vec model for our Stack Overflow questions and tags data is very similar with when we trained multi-class text classification with word2vec and logistic regression above. First, we label the sentences. Gensim’s Doc2Vec implementation requires each docu- ment/paragraph to have a label associated with it that indicates if it’s part of the test or training set. We do this by using the TaggedDocument method. The format will be “TRAIN\_i” or “TEST\_i”

where “i” is a dummy index of the post.

First let’s import the necessary libraries.

In [0]: **from tqdm import** tqdm

## from gensim.models import doc2vec

**from sklearn import** utils

**import gensim**

**from gensim.models.doc2vec import** TaggedDocument

## import re

Let’s start by defining a function that labels our documents in the corpus. We just give them dummy labels TRAIN\_i or TEST\_i for post i. Given a corpus and labels, we return a variable that includes a label indicating if it’s test or training data.

In [0]: **def** label\_sentences(corpus, label\_type):

*"""*

*Gensim's Doc2Vec implementation requires each document/paragraph to have a label a We do this by using the TaggedDocument method. The format will be "TRAIN\_i" or "TE*

*a dummy index of the post. """*

labeled = []

**for** i, v **in** enumerate(corpus):

label = label\_type + '\_' + str(i) labeled.append(doc2vec.TaggedDocument(v.split(), [label]))

**return** labeled

Just like above we split our dataset up in test and training data.

In [0]: X\_train, X\_test, y\_train, y\_test = train\_test\_split(df.post, df.tags, random\_state=0, X\_train = label\_sentences(X\_train, 'Train')

X\_test = label\_sentences(X\_test, 'Test') all\_data = X\_train + X\_test

Let’s have a look how our data looks at this moment:

In [0]: all\_data[:10]

Out[0]: [TaggedDocument(words=['fulltext', 'search', 'php', 'pdo', 'returning', 'result', 'sea TaggedDocument(words=['select', 'everything', '1', 'table', 'x', 'rows', 'another', ' TaggedDocument(words=['r', 'cannot', 'resolved', 'variable', 'importing', 'project', TaggedDocument(words=['efficient', 'way', 'get', 'values', 'object', 'based', 'id', ' TaggedDocument(words=['aspnet', 'limit', 'parameter', 'length', 'querystring', 'probl TaggedDocument(words=['ruby', 'rails', 'fetch', 'display', 'descendent', 'records', ' TaggedDocument(words=['canceling', 'fade', 'effect', 'tooltip', 'hover', 'need', 'too TaggedDocument(words=['ajax', 'calender', 'working', 'ie', 'using', 'ajax', 'calender TaggedDocument(words=['c++', 'random', 'number', 'generator', 'hung', 'whenever', 'at TaggedDocument(words=['bit', 'vector', 'looked', 'online', 'good', 'seem', 'find', 'g

Gensim allows us to build a model very easily. We can vary the parameters to fit your data:

* dm=0 , distributed bag of words (DBOW) is used.
* vector\_size=300 , 300 vector dimensional feature vectors.
* negative=5 , specifies how many “noise words” should be drawn.
* min\_count=1, ignores all words with total frequency lower than this.
* alpha=0.065 , the initial learning rate.

We initialize the model and train for 30 epochs. (slower computers may want to train for less epochs). Be sure to set your runtime to TPU/GPU hardware acceleration! Maybe test with a lower amount of epochs first to see how high you can go during class time!

In [0]: model\_dbow = Doc2Vec(dm=0, vector\_size=300, negative=5, min\_count=1, alpha=0.065, min\_ model\_dbow.build\_vocab([x **for** x **in** tqdm(all\_data)])
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In [0]: **for** epoch **in** range(30):

model\_dbow.train(utils.shuffle([x **for** x **in** tqdm(all\_data)]), total\_examples=len(al model\_dbow.alpha -= 0.002

model\_dbow.min\_alpha = model\_dbow.alpha

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 100 | || | 40000/40000 | [00:00<00:00, | 1742363.28it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2388283.79it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2230775.45it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2113079.34it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2212710.82it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2216657.55it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2333279.93it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 3057295.72it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2741688.76it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 3026903.13it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2683882.20it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2664657.41it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2356847.09it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2838640.34it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2127765.22it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2252701.00it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2347185.99it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2467709.42it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2876998.37it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2293253.87it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2717838.33it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2094481.54it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 3184680.62it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2300549.32it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2630936.03it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2480809.13it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2181182.04it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2462963.68it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2129736.98it/s] |
| 100 | || | 40000/40000 | [00:00<00:00, | 2881247.49it/s] |
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In [0]: **def** get\_vectors(model, corpus\_size, vectors\_size, vectors\_type):

*"""*

*Get vectors from trained doc2vec model*

*:param doc2vec\_model: Trained Doc2Vec model*

*:param corpus\_size: Size of the data*

*:param vectors\_size: Size of the embedding vectors*

*:param vectors\_type: Training or Testing vectors*

*:return: list of vectors """*

vectors = np.zeros((corpus\_size, vectors\_size))

**for** i **in** range(0, corpus\_size):

prefix = vectors\_type + '\_' + str(i) vectors[i] = model.docvecs[prefix]

**return** vectors

We can use this function to create a vectorised training and test set with 1 entry per document for the input in classification models such as logistic regression.

In [0]: train\_vectors\_dbow = get\_vectors(model\_dbow, len(X\_train), 300, 'Train') test\_vectors\_dbow = get\_vectors(model\_dbow, len(X\_test), 300, 'Test')

We can now feed these vectors to the classifier again:

In [0]: logreg = LogisticRegression(n\_jobs=1, C=1e5) logreg.fit(train\_vectors\_dbow, y\_train)

logreg = logreg.fit(train\_vectors\_dbow, y\_train) y\_pred = logreg.predict(test\_vectors\_dbow)
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/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:432: FutureWarning: De FutureWarning)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:469: FutureWarning: De "this warning.", FutureWarning)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:432: FutureWarning: De FutureWarning)

/usr/local/lib/python3.6/dist-packages/sklearn/linear\_model/logistic.py:469: FutureWarning: De "this warning.", FutureWarning)

accuracy 0.8081666666666667

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| precision | | recall | f1-score | support |
| .net | 0.72 | 0.69 | 0.70 | 589 |
| android | 0.89 | 0.91 | 0.90 | 661 |
| angularjs | 0.95 | 0.95 | 0.95 | 606 |
| asp.net | 0.79 | 0.78 | 0.79 | 613 |
| c | 0.82 | 0.89 | 0.85 | 601 |
| c# | 0.73 | 0.72 | 0.72 | 585 |
| c++ | 0.85 | 0.79 | 0.82 | 621 |
| css | 0.83 | 0.86 | 0.84 | 587 |
| html | 0.70 | 0.67 | 0.69 | 560 |
| ios | 0.68 | 0.65 | 0.66 | 611 |
| iphone | 0.67 | 0.68 | 0.68 | 593 |
| java | 0.81 | 0.84 | 0.83 | 581 |
| javascript | 0.80 | 0.79 | 0.79 | 608 |
| jquery | 0.86 | 0.85 | 0.85 | 593 |
| mysql | 0.83 | 0.83 | 0.83 | 592 |
| objective-c | 0.71 | 0.65 | 0.68 | 597 |
| php | 0.83 | 0.85 | 0.84 | 604 |
| python | 0.89 | 0.93 | 0.91 | 610 |
| ruby-on-rails | 0.94 | 0.95 | 0.94 | 595 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| sql | 0.81 | 0.84 | 0.82 | 593 |
| accuracy |  |  | 0.81 | 12000 |
| macro avg | 0.81 | 0.81 | 0.81 | 12000 |
| weighted avg | 0.81 | 0.81 | 0.81 | 12000 |

80%, that is the best result so far! Remember, we can actually use any classifier with this method! So up to you to make your project as efficient as possible :)

Try using a different classifiers, e.g. Decision tree or SVM. Does that influence the results? New methods are coming out every day in the field of data science. Just at the end of Au-

gust 2019, the first implementation of BERT for document classfication was published: DocBERT: https://arxiv.org/abs/1904.08398
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