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# Capítulo 1

# Introducción

## Motivación

## Objetivos

### Objetivo General:

Pronosticar series de tiempo de tráfico web y medir el desempeño de modelos aplicados sobre datos extraídos de las páginas institucionales de la U.Na.M.

### Objetivos Específicos:

-Relevar y analizar distintos modelos de pronóstico de series de tiempo de tráfico web.

-Determinar la adecuación de cada uno de los modelos propuestos de la bibliografía a la problemática.

-Definir indicadores para medir el desempeño de los modelos.

-Generar los modelos a utilizar.

-Realizar la evaluación del desempeño de los modelos.

-Validar los modelos.

## Estructura del documento

# Capítulo 2

# Marco Teórico

En este capítulo se presenta el marco teórico del trabajo realizado, comenzando con la definición de tráfico web y series de tiempo, luego finalizando con variados ejemplos de la literatura de distintas tecnologías que realizan el pronóstico de series de tiempo de tráfico web…

## Tráfico web

Trafico web es la cantidad de datos enviados y recibidos por los visitantes de un sitio web lo cual es determinado por el número de visitas y el número de páginas que ellos visitan[1].

## Series de tiempo

Las series de tiempo son una secuencia de datos medidos secuencialmente en el tiempo[2]; los datos de las series de tiempo son registrados en intervalos de tiempos constantes de manera sucesiva, entre los componentes de las series de tiempo está la tendencia la cual es el movimiento sostenido a largo plazo de la serie, otra componente es la cíclica que serían las fluctuaciones que se repiten en forma periódica mayores a un año, luego está la componente estacional que son movimientos repetitivos durante un ciclo de tiempo la estacionalidad se puede dividir en horas, días, semanas, meses, trimestral y anual; finalmente tenemos al ruido el cual es un componente impredecible[3].

## Pronóstico de series de tiempo de tráfico web

El pronóstico de series de tiempo es el proceso de predecir el valor futuro de los datos de una serie de tiempo basado en las observaciones pasadas y otras entradas[3]

Entre las formas del pronóstico de series de tiempo de tráfico web existe la técnica de redes *Generative Adversarial model* (GAN)[4] con *Long Short Term Memory* (LSTM)[5] como generador y un perceptrón multicapa (MLP)[4] como discriminador para generar series de tiempo dado el dataset real, finalmente se realizaría el pronóstico con la librería prophet[6] comparando la combinación de tecnologías anteriores con métodos estadísticos finalmente llegando a la conclusión de que no obtuvieron una diferencia notable.

Entre las formas del pronóstico de series de tiempo de tráfico web existe la técnica de redes neuronales *Long Short Term Memory* (LSTM)[5] con entrenamiento asíncrono distribuido, cuya métrica de desempeño es la MAE (*mean absolute error*)[7] y la pérdida de Huber[8] función para probar la precisión del modelo, han logrado un buen grado de asertividad con 200 épocas pero en el documento científico[9] menciona que mejora con 500 y 100 siendo una conclusión no del todo certera la de si se aumentan las épocas y reduciendo considerablemente el MAE el pronóstico de series de tiempo es cada vez más preciso[9].

Hay otro artículo[1] en el cual se menciona el uso de (*Recurrent Neural Networks*) RNN seq2seq[1] con la ayuda de la arquitectura encoder/decoder, el encoder es cuDNN GRU (*Gate Recurrent Unit*)[10] ya que realiza la tarea con mejor velocidad en comparación con los tensores regulares, el decoder es TensorFlow GRUBlockCell[10] realizando algunos cambios al modelo ganador de *Kaggle*[10] y usando para medir el desempeño del modelo la metrica *Symmetric Mean Absolute Percentage Error* (SMAPE)[11] obtuvieron mejores resultados[1].

En otro artículo[12], utilizan un enfoque híbrido de *particle swarm optimization* y *quantum-inspired* resultando en QPSO[12] y redes *Nonlinear autoregressive exogenous* NARX[13] resultando en NARX -QPSO[12] en dicho artículo se menciona que el modelo NARX –QPSO tiene un rendimiento sobresaliente en los resultados comparados con otros modelos.

En otro artículo[14] se tiene por propósito incorporar un totalmente automatizado y preciso modelo de pronóstico semanal, en donde tiene conjuntos de modelos base que utilizarán junto con arquitecturas de meta-aprendizaje, para generar un modelo que se adapte a más de un caso.

En otro artículo[15] tiene por propósito proponer un *Automated Machine Learning* (Auto ML) framework, una arquitectura neuronal nueva denominada Auto-PyTorch-TS[15] donde comparan con otros modelos y demuestran que su modelo tiene un mejor rendimiento.

También se propone en otro artículo[16] el uso de un modelo combinado

Prophet-LGBM[16] el cual concluye que se tiene mejores resultados comparado con modelos individuales.

Otra tecnología son las redes bidireccionales LSTM (BI-LSTM)[2] las cuales en este artículo[2] fueron probadas en el *M3-Competition*[17]dataset el cual se usa para probar modelos de pronóstico de series de tiempo dado que posee distintas categorías como micro, industria, finanzas, macro, demografía y otros; probaron Bi-LSTM sobre el dataset M3 en el periodo trimestral comparándolo con el modelo *Auto-Regressive Integrated Moving Average* (ARIMA)[3] y otros, donde BI-LSTM tuvo un mejor rendimiento.

# Capítulo 3

# Descripción del problema

En este capítulo se describe la problemática a abarcar …

## **3.1 La Universidad Nacional de Misiones**

La universidad nacional de misiones fue creada en (rellenar)…

## **3.2 El problema**

El presente trabajo pretende hacer análisis de tráfico web para poder estimar y predecir futuras demandas en las páginas institucionales de la Universidad Nacional de Misiones – U.Na.M. Para lo cual se consideraran indicadores como volumen de tráfico, cantidad de conexiones, cantidad de visitantes, velocidad de carga de las paginas, páginas vistas, promedio de páginas por vista, porcentaje de rebote, entre otros indicadores según la disponibilidad de los mismos. Siendo provisto por parte del personal técnico referente institucional acceso a las herramientas de captura de datos estadístico de los siguientes enlaces:

* Sitio Institucional de la U.Na.M. disponible en <https://unam.edu.ar/>
* Sitio de la editorial Universitaria disponible en <https://editorial.unam.edu.ar/>
* Portal de acceso al contenido generado por la radio y la televisión de la Universidad disponible en <https://transmedia.unam.edu.ar/>

De los sitios mencionados anteriormente se extraerán los datos para utilizar en este proyecto con la finalidad de realizar el pronóstico de series de tiempo de tráfico web. Inicialmente como herramienta de acceso a los datos se dispone *google analytics* con permisos cedidos por los administradores

# Capítulo 4

# Solución Propuesta

En este capítulo se describe la metodología seleccionada para la solución…

## 4.1 Materiales y Métodos

Para el desarrollo del presente trabajo se utilizará la metodología CRISP-DM…

## **4.2 Modelos**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Tecnologías** | **RN** | **Resultados  según Artículos científicos** | **Finalidad** | **Aplica** |
| *Multi-Layer Perceptron*  (MLP) | SI | - | Clasificación, predicción | No |
| *Long-Short Term Memory*  (LSTM) | SI | Combinándolo con otras tecnologías se tiene mejor resultado que usarlo individualmente. | Predictivo, hallar patrones | No |
| ARIMA | No | Buenos | No es redes neuronales, es estadística  predictiva (predicción de series temporales) | No |
| *Gate recurrent unit* (GRU) | SI | El modelo ganador de Kaggle utiliza un cuDNN GRU que es más rápido que un GRU normal. | Sistemas predictivos basados en información secuencial. | No |
| *Bidirectional-LSTM* | SI | Mejor rendimiento comparándolo en el *M3-Competition* | Reconocimiento y clasificación | No |
| GAN | SI | Regular, no hay ganancia comparado con ARIMA | Creación artificial | No |
| RNN seq2seq | SI | Buenos | Modelo ganador del concurso de *kaggle* de *web traffic* 2017 | Si |
| NARX -QPSO | SI | Buenos | Predecir el siguiente valor de la señal de entrada | Si |
| *Prophet-LGBM* | SI | Buenos Mejores resultados que modelos individuales | Combinación ligthGBM y Prophet para predecir trafico web | Si |

Tabla 1 Comparación de tecnologías

## **3.5 Selección de Modelos**

En la Tabla 1 se presenta una comparación de las tecnologías, de ahí se procede a seleccionar las tecnologías que si aplican, son las que se consideran que se podrían usar para la solución del problema; la razón de descartar algunas tecnologías son porque no usan redes neuronales, otras son tecnologías cuya finalidad no es la del pronóstico de series de tiempo y por último, de acuerdo a los artículos científicos presentados en el marco teórico, algunas tecnologías no tienen buen rendimiento o el rendimiento suficiente para ser tomado en cuenta.

Entre los modelos que quedan seleccionados están RNN seq2seq, NARX –QPSO y *Prophet-LGBM* de estos modelos *Prophet-LGBM* si bien se mencionan las fechas de los datos que utilizaron no está disponible el dataset para compararlo con los datos de la problemática de esta tesis por lo tanto *Prophet-LGBM* se descarta como posible tecnología para la solución de la problemática de esta tesis, mientras que por otro lado tanto RNN seq2seq y NARX –QPSO ambos utilizan el mismo conjunto de datos el cual está disponible online para que cualquiera lo pueda descargar, de esta manera y dado que RNN seq2seq es el ganador del concurso de Kaggle(citar) y por lo tanto se encuentra más información de la misma en la página de Kaggle se opta por utilizar esta tecnología.
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