统计学习方法

《统计学习方法》一书的读书笔记。

# 1.概论

统计学习，statistical learning，是关于计算机基于数据，构建概率统计模型，并运用模型对数据进行分析和预测的一门学科。统计学习也称为统计机器学习，statistical machine learning。

统计学习关于数据的基本假设，是同类数据具有一定的统计规律性，这是统计学习的前提！

统计学习用于对数据进行预测和分析，特别是对未知数据进行预测和分析。这是通过构建概率统计模型来实现的。统计学习总的目标就是考虑学习什么样的模型和如何学习模型，以使模型能对数据进行准确的预测和分析，同时也要考虑尽可能的提高学习效率。

统计学习分为：监督学习(supervised learning)，非监督学习(unsupervised learning)，半监督学习(semi-supervised learning)，强化学习(reinforcement learning)等。

全书针对的是监督学习。

统计学习首先需要的，是一个训练数据集合(training data)，这个数据集合是预先准备好的、有限的数据集合，且假设数据是**独立同分布**的。

其次我们假设要学习的模型属于某个函数的集合，称为假设空间(hypothesis space)中；

这样，统计学习就可以概述为：应用某个评价准则(evaluation criterion)，从假设空间中选取一个最优的模型，使它对已知训练数据及未知测试数据(test data)在给定的评价标准下，都有最优的预测。最优模型的选取，由算法实现。

由此我们可以得到统计学习的三要素：模型(model)、策略(strategy)、算法(algorithm)。

实现统计学习的步骤如下：

1. 获取有效的训练数据集合；
2. 确定包含了所有的可能的模型的假设空间，也就是学习模型的集合；
3. 确定模型选择的准则，即学习的策略；
4. 实现求解最优模型的算法，即学习的算法；
5. 通过学习算法选择最优模型；
6. 利用学习的最优模型，对新数据进行预测和分析；

## 1.1.监督学习

监督学习的任务，是学习一个模型，使得模型可以对任意给定的输入，对其相应的输出做出一个好的预测。

### 1.1.1.输入空间、特征空间、输出空间

在监督学习中，将输入和输出所有可能的取值集合分别称为输入空间和输出空间。

每个具体的输入，通常是一个实例(instance)，一般由特征向量(feature vector)表示。这时，所有特征向量存在的空间就称为特征空间。特征空间的每一维对应一个特征。

### 1.1.2.问题分类

输入变量X和输出变量Y可以是连续的，也可以是离散的。根据输入输出变量的不同类型，对预测任务给予不同的名称：

* 输入和输出变量均为连续变量的预测问题称为**回归**问题；
* 输入和输出变量均为离散序列的预测问题称为**标注**问题；
* 输入变量为连续变量，输出变量为离散序列的预测问题称为**分类**问题；

### 1.1.3.联合概率分布

监督学习假设输入与输出的随机变量X和Y遵循联合概率分布：P(X, Y)；P(X, Y)被称为分布函数，或分布密度函数。

统计学习假设数据之间存在一定的统计规律，X和Y具有联合概率分布的假设就是监督学习关于数据的基本假设。

### 1.1.4.假设空间

监督学习的目的在于学习一个输入到输出的映射，这一映射由**模型**来表示。换句话说，学习的目的就是找到最好的模型。

模型，属于输入空间到输出空间的映射的集合，这个集合称之为**假设空间**。假设空间的确定，意味着学习范围的确定。

监督学习的模型可以是概率模型或非概率模型，由条件概率分布P(Y|X)或决策函数Y=f(X)表示，随具体的学习方法而定。

## 1.2.统计学习三要素

统计学习的三要素可以简单的表示为：方法 = 模型 + 策略 + 算法；

### 1.2.1.模型

统计学习首要要考虑的问题是学习什么样的模型。

在监督学习过程中，模型就是要学习的条件概率分布或决策函数。

假设空间中包含了所有可能的条件概率分布或决策函数。例如，假设决策函数是输入变量的线性函数，那么模型的假设看哦那关键就是所有这些线性函数的集合。

假设空间中的模型一般有无穷多个。

### 1.2.2.策略

有了模型的假设空间，统计学习接下来要考虑的就是按照什么样的准则学习或选择最优的模型。

统计学习的目标就是从假设空间中选择最优模型。

#### 损失函数和风险函数

监督学习问题是在假设空间F中选择模型f作为决策函数，对于给定的输入X，由f(X)给出对应的输出Y，这个输出的预测值f(X)可能与实际的结果Y一致，也可能存在不同。这时候需要一个损失函数，用来度量预测错误的程度。

损失函数是f(X)和Y的非负实值函数，记作：L(Y, f(X))；

统计学习常用的几种损失函数有：

* 0-1损失函数：如果Y=f(X)，L(Y, f(X))=1；否则L(Y, f(X))=0；
* 平方损失函数：L(Y, f(X)) = (Y - f(X))2;
* 绝对损失函数：L(Y, f(X)) = |Y - f(X)|;
* 对数损失函数：L(Y, P(Y|X)) = -logP(Y|X);

损失函数的值越小，模型就越好。

由于模型的输入、输出(X, Y)是随机变量，遵循联合分布P(X, Y)，所以损失函数的期望是：Rexp(f) = Ep[L(Y, f(X))]；这是理论上模型f(X)对于联合分布P(X, Y)的平均意义下的损失，称为风险函数或期望损失。

学习的目标，就是选择期望风险最小的模型。由于联合分布P(X, Y)是未知的，因此期望损失无法直接计算得到。实际上，如果知道了联合分布P(X, Y)，那么也就不需要进行学习了。

所以一般来说，还会引出另一个概念：经验风险或经验损失。给定一个训练数据集，模型关于训练数据集的平均损失，称为经验风险。

理论上说，随着数据量的无限增加，经验风险会无限趋近于期望损失。但是现实中的数据量，往往较小，这就需要经常对经验风险进行矫正。这就关系到监督学习另外两个基本策略：经验风险最小化和结构风险最小化。

#### 经验风险最小化

在假设空间、损失函数以及训练数据集确定的情况下，经验风险函数就可以确定。经验风险最小化的策略认为，经验风险最小的模型就是最优的模型。按照这个策略，得到如下经验风险最小化模型：

![](data:image/x-wmf;base64,AQAJAAADHAIAAAMAHAAAAAAABQAAAAkCAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGAAAAAUAAAALAgAAAAAFAAAADAJABMAOEgAAACYGDwAaAP////8AABAAAADA////wP///4AOAAAABAAACwAAACYGDwAMAE1hdGhUeXBlAADgAAgAAAD6AgAAEAAAAAAAAAAEAAAALQEAAAUAAAAUAiACDAQFAAAAEwIgAnIFHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgiTJ3a0mYiP7///8WJAoCAAAKAAAAAAAEAAAALQEBAAgAAAAyCtkCsQUBAAAA5WkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKCJMndrSZiI/v///2AFCv0AAAoAAAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrvAzsGAQAAAD1pHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgiTJ3a0mYiP7///8WJAoDAAAKAAAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKpgNyAQEAAADOABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////YAUK/gAACgAAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCvoALQYBAAAATnkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xYkCgQAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqAAmsMAgAAAHhpCAAAADIKgAIJCwEAAABmJQgAAAAyCoACFwkCAAAAeWkIAAAAMgqAAosHAQAAAExpCAAAADIKrAM4BAEAAABOaQgAAAAyCqYDwgIBAAAARgAIAAAAMgqmA4IAAQAAAGZpHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9gBQr/AAAKAAAAAAAEAAAALQECAAQAAADwAQEACAAAADIK7wOqBgEAAAAxeQgAAAAyCu8D7gUBAAAAaXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///xYkCgUAAAoAAAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqAAosNAgAAACkpCAAAADIKgALPCwEAAAAoeQgAAAAyCoACMQoBAAAALGkIAAAAMgqAAmkIAQAAACgpCAAAADIKjgFfBAEAAAAxeQkAAAAyCmYB1gADAAAAbWluAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHcpAIoDAAAKAAYAAAApAIoDAgAAAHTfGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)

其中,F是假设空间。

当样本空间的容量足够大时，经验风险最小化能够保证很好的学习效果。比如现实中使用广泛的极大似然估计，就是经验风险最小化的例子。但是，如果样本的数量很小，经验风险最小化的效果未必很好，很可能产生“过拟合”的现象。

#### 结构风险最小化

结构风险最小化是为了防止过拟合提出来的策略，等价于正则化。结构风险在经验风险的基础上，增加了表示模型复杂度的正则化项或罚项。在假设空间、损失函数和训练数据集确定了的情况下，结构风险的定义是：
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其中J(f)是模型的复杂度，是定义在假设空间F上的泛函。模型f越复杂，复杂度就越大；反之就越小。λ是系数，非负数，用来权衡经验风险和模型复杂度。

结构风险小的模型一般对于训练数据以及未知的测试数据都有较好的预测。

### 1.2.3.算法

算法是指学习模型的具体计算方法。

统计学习基于训练数据集，根据学习策略，从假设空间中选择最优模型，最后需要考虑的，就是用什么样的计算方法求解最优模型。

这样，统计学习问题最终归结为最优化问题，统计学习的算法成为求解最优化问题的算法。