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# PROBLEM 1

## covariance matrix  
s <- rbind(c(5,0,0),c(0,9,0), c(0,0,8))  
  
## a. eigen values and eigen vectors of S  
eigen.s <- eigen(s)  
eigen.s

## eigen() decomposition  
## $values  
## [1] 9 8 5  
##   
## $vectors  
## [,1] [,2] [,3]  
## [1,] 0 0 1  
## [2,] 1 0 0  
## [3,] 0 1 0

## b. percentage of variance explained  
prop.var <- eigen.s$values[1:3] / sum(eigen.s$values)  
prop.var

## [1] 0.4090909 0.3636364 0.2272727

cumsum(prop.var)

## [1] 0.4090909 0.7727273 1.0000000

## c. how many components to retain  
plot(cumsum(prop.var), xlab = "Principal Component", ylab = "Cumulative Proportion of Variance Explained", type = "b")
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# PROBLEM 2

## building the correlation matrix  
R <- matrix(rep(0,6\*6), nrow=6, dimnames = list(c("French", "English", "History", "Arithmetic", "Algebra", "Geometry")))  
diag(R) <- 1  
R[lower.tri(R)] <- c(0.44,0.41,0.29,0.33,0.25,0.35,0.35  
 ,0.32,0.33,0.16,0.19,0.18,0.59,0.47,0.46)   
R

## [,1] [,2] [,3] [,4] [,5] [,6]  
## French 1.00 0.00 0.00 0.00 0.00 0  
## English 0.44 1.00 0.00 0.00 0.00 0  
## History 0.41 0.35 1.00 0.00 0.00 0  
## Arithmetic 0.29 0.35 0.16 1.00 0.00 0  
## Algebra 0.33 0.32 0.19 0.59 1.00 0  
## Geometry 0.25 0.33 0.18 0.47 0.46 1

## Principal component loadings for 3 factors  
library(psych)

## Warning: package 'psych' was built under R version 3.5.2

solution<- principal(R, nfactors = 3, rotate = 'none', covar = FALSE)

## Warning in log(det(r)): NaNs produced

## In factor.stats, the correlation matrix is singular, an approximation is used

## Warning in fa.stats(r = r, f = f, phi = phi, n.obs = n.obs, np.obs =  
## np.obs, : In factor.stats, the correlation matrix is singular, and we could  
## not calculate the beta weights for factor score estimates

## Warning in principal(R, nfactors = 3, rotate = "none", covar = FALSE): The  
## matrix is not positive semi-definite, scores found from Structure loadings

solution$loadings

##   
## Loadings:  
## PC1 PC2 PC3   
## [1,] -0.843 -0.513 -0.132  
## [2,] 0.843 -0.510  
## [3,] 0.413 0.903  
## [4,] 0.761 -0.217   
## [5,] 0.680 -0.316   
## [6,] 0.552 -0.151   
##   
## PC1 PC2 PC3  
## SS loadings 2.074 1.314 1.105  
## Proportion Var 0.346 0.219 0.184  
## Cumulative Var 0.346 0.565 0.749

**First Principal Component Analysis - PCA1** The first principal component is a measure of the scores in French, Arithmetic, Algebra, and Geometry. As we can see this component is associated with low scores in french, moderately high scores in Arithmetic and Algebra.They are positively related to PCA1 because they all have positive signs\*

**Second Principal Component Analysis - PCA2** The second principal component is a measure of the scores for all 6 school subjects. PCA2 is associated with moderately high scores in English, and moderately low scores in History. It also shows low scores fro French and algebra.

**Third Principal Component Analysis - PCA3** The third principal component is a measure of the scores in French, English, and History. we can see very high scores in History, and moderately low scores in English and French\*

# PROBLEM 3

## loading FoodStuff dataset  
dataset\_3 <- read.csv("~/Desktop/WINTER 2019/DA410-MULTIVARIATE-CHENG/final/data\_3.csv", header= TRUE, sep=" ", skipNul = T)  
head(dataset\_3,5)

## ÿþFOOD Energy Protein Fat Calcium Iron  
## 1 BB 340 20 28 9 2.6  
## 2 HR 245 21 17 9 2.7  
## 3 BR 420 15 39 7 2.0  
## 4 BS 375 19 32 9 2.5  
## 5 BC 180 22 10 17 3.7

View(dataset\_3)  
str(dataset\_3)

## 'data.frame': 27 obs. of 6 variables:  
## $ ÿþFOOD : Factor w/ 27 levels "AC","AR","BB",..: 3 14 6 7 4 9 10 5 16 17 ...  
## $ Energy : int 340 245 420 375 180 115 170 160 265 300 ...  
## $ Protein: int 20 21 15 19 22 20 25 26 20 18 ...  
## $ Fat : int 28 17 39 32 10 3 7 5 20 25 ...  
## $ Calcium: int 9 9 7 9 17 8 12 14 9 9 ...  
## $ Iron : num 2.6 2.7 2 2.5 3.7 1.4 1.5 5.9 2.6 2.3 ...

FoodStuff <- dataset\_3[,2:6] #taking food name off   
str(FoodStuff)

## 'data.frame': 27 obs. of 5 variables:  
## $ Energy : int 340 245 420 375 180 115 170 160 265 300 ...  
## $ Protein: int 20 21 15 19 22 20 25 26 20 18 ...  
## $ Fat : int 28 17 39 32 10 3 7 5 20 25 ...  
## $ Calcium: int 9 9 7 9 17 8 12 14 9 9 ...  
## $ Iron : num 2.6 2.7 2 2.5 3.7 1.4 1.5 5.9 2.6 2.3 ...

View(FoodStuff)  
## correlation matrix  
cor <-cor(FoodStuff)  
round(cor,3)

## Energy Protein Fat Calcium Iron  
## Energy 1.000 0.174 0.987 -0.320 -0.100  
## Protein 0.174 1.000 0.025 -0.085 -0.175  
## Fat 0.987 0.025 1.000 -0.308 -0.061  
## Calcium -0.320 -0.085 -0.308 1.000 0.044  
## Iron -0.100 -0.175 -0.061 0.044 1.000

## principal component analysis function  
# to decide the number of factors i used prcomp(). Performs a principal components analysis on the given data matrix and returns the results as an object of class prcomp.  
food.pca <- prcomp(FoodStuff,  
 center = TRUE,  
 scale. = TRUE)   
## a. NUMBER OF FACTORS  
eigenfood <-eigen(cor)  
round(eigenfood$values,3) #first two factors have lambda > 1

## [1] 2.198 1.144 0.849 0.808 0.002

summary(food.pca)

## Importance of components:  
## PC1 PC2 PC3 PC4 PC5  
## Standard deviation 1.4825 1.0697 0.9212 0.8988 0.04000  
## Proportion of Variance 0.4396 0.2288 0.1697 0.1616 0.00032  
## Cumulative Proportion 0.4396 0.6684 0.8381 0.9997 1.00000

plot(food.pca, type= "l")
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#PRINCIPAL COMPONENT Analysis  
pca\_food<- principal(FoodStuff, nfactors = 3, rotate = 'none', covar = FALSE)  
  
# b. LOADINGS  
round(pca\_food$loadings,3)

##   
## Loadings:  
## PC1 PC2 PC3   
## Energy 0.969 0.137  
## Protein 0.224 -0.739 -0.426  
## Fat 0.948 0.216 0.199  
## Calcium -0.526 0.601  
## Iron -0.181 0.737 -0.497  
##   
## PC1 PC2 PC3  
## SS loadings 2.197 1.145 0.848  
## Proportion Var 0.439 0.229 0.170  
## Cumulative Var 0.439 0.668 0.838

# C. VARIANCE EXPLAINED AND FACTORES SCORES  
pca\_food

## Principal Components Analysis  
## Call: principal(r = FoodStuff, nfactors = 3, rotate = "none", covar = FALSE)  
## Standardized loadings (pattern matrix) based upon correlation matrix  
## PC1 PC2 PC3 h2 u2 com  
## Energy 0.97 0.09 0.14 0.97 0.033 1.1  
## Protein 0.22 -0.74 -0.43 0.78 0.222 1.8  
## Fat 0.95 0.22 0.20 0.98 0.015 1.2  
## Calcium -0.53 -0.01 0.60 0.64 0.363 2.0  
## Iron -0.18 0.74 -0.50 0.82 0.177 1.9  
##   
## PC1 PC2 PC3  
## SS loadings 2.20 1.14 0.85  
## Proportion Var 0.44 0.23 0.17  
## Cumulative Var 0.44 0.67 0.84  
## Proportion Explained 0.52 0.27 0.20  
## Cumulative Proportion 0.52 0.80 1.00  
##   
## Mean item complexity = 1.6  
## Test of the hypothesis that 3 components are sufficient.  
##   
## The root mean square of the residuals (RMSR) is 0.15   
## with the empirical chi square 11.86 with prob < NA   
##   
## Fit based upon off diagonal values = 0.83

prop.var.food <- (eigenfood$values[1:3] / sum(eigenfood$values) )\*100  
round(prop.var.food,3) #percent of variance explained for each factor

## [1] 43.956 22.884 16.971

pca\_food$fit #Fit of the model to the correlation matrix

## [1] 0.9131254

summary(pca\_food)

##   
## Factor analysis with Call: principal(r = FoodStuff, nfactors = 3, rotate = "none", covar = FALSE)  
##   
## Test of the hypothesis that 3 factors are sufficient.  
## The degrees of freedom for the model is -2 and the objective function was 2.93   
## The number of observations was 27 with Chi Square = 62.99 with prob < NA   
##   
## The root mean square of the residuals (RMSA) is 0.15

#plot for the factors scores  
biplot(pca\_food, scale = 0)

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter

## Warning in box(...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in text.default(loadings, labels = labels, cex = cex[2L], col =  
## col[2L], : "scale" is not a graphical parameter

## Warning in axis(3, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in axis(4, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter

## Warning in box(...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in text.default(loadings, labels = labels, cex = cex[2L], col =  
## col[2L], : "scale" is not a graphical parameter

## Warning in axis(3, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in axis(4, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter

## Warning in box(...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in text.default(loadings, labels = labels, cex = cex[2L], col =  
## col[2L], : "scale" is not a graphical parameter

## Warning in axis(3, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in axis(4, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter

## Warning in box(...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in text.default(loadings, labels = labels, cex = cex[2L], col =  
## col[2L], : "scale" is not a graphical parameter

## Warning in axis(3, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in axis(4, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter

## Warning in box(...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in text.default(loadings, labels = labels, cex = cex[2L], col =  
## col[2L], : "scale" is not a graphical parameter

## Warning in axis(3, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in axis(4, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "scale" is not  
## a graphical parameter

## Warning in box(...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in plot.window(...): "scale" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "scale" is not a graphical parameter

## Warning in title(...): "scale" is not a graphical parameter

## Warning in text.default(loadings, labels = labels, cex = cex[2L], col =  
## col[2L], : "scale" is not a graphical parameter

## Warning in axis(3, col = col[2L], ...): "scale" is not a graphical  
## parameter

## Warning in axis(4, col = col[2L], ...): "scale" is not a graphical  
## parameter

![](data:image/png;base64,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) *The second method says to retain the components whose eigen values are greater than the average of the eigen values (for correlation matrix, this average is 1).* *Since lambda for the first and second component is greater than 1, I am keeping those components, however the total of variance explained with just two components is only 67%,so keeping the third component whose eigen value is 0.85. would give us a 84% of variance explained. This satisfies the first method. of keeping factors that explain at least 80% of total variance.*

**Loadings interpretation**

**First Principal Component Analysis - PCA1** The first principal component is a measure of high amount of Energy, fat, and the moderately low amount of calcium. It associates all 5 variables.

**Second Principal Component Analysis - PCA2** The second principal component is a measure of the low amount of protein, and high amount of Iron.

**Third Principal Component Analysis - PCA3** The third principal component associates all variables and it measures the high amount of calcium, and the moderately low amount of protein and Iron.

*the first component explained 43.9% of variance, the second component explained 22.9% of variance, and the third component explained 17% of varaince.*

# PROBLEM 4

Problem4\_dataset <- read.file("~/Desktop/WINTER 2019/DA410-MULTIVARIATE-CHENG/final/dataset\_4.csv", sep=" ", skipNul = T, header = FALSE, col.names= c("patient #","y1","y2","x1","x2","x3"))

## Data from the .csv file ~/Desktop/WINTER 2019/DA410-MULTIVARIATE-CHENG/final/dataset\_4.csv has been loaded.

head(Problem4\_dataset,5)

## patient.. y1 y2 x1 x2 x3  
## 1 ÿþ1 0.81 80 356 124 55  
## 2 2 0.95 97 289 117 76  
## 3 3 0.94 105 319 143 105  
## 4 4 1.04 90 356 199 108  
## 5 5 1.00 90 323 240 143

patients <- Problem4\_dataset[,2:6] # taking the patient number off  
   
patients.std <-sweep(patients, 2, sqrt(apply(patients,2,var)), FUN="/")  
major.variables<-patients.std[,1:2]  
major.variables

## y1 y2  
## 1 7.147090 12.27481  
## 2 8.382389 14.88321  
## 3 8.294154 16.11069  
## 4 9.176510 13.80916  
## 5 8.823568 13.80916  
## 6 6.705911 13.19542  
## 7 8.029446 15.34351  
## 8 9.705924 13.04199  
## 9 8.735332 14.88321  
## 10 6.882383 14.88321  
## 11 7.941211 13.96260  
## 12 6.441204 13.34886  
## 13 8.470625 11.96794  
## 14 7.411797 13.80916  
## 15 6.529440 13.19542  
## 16 8.647096 12.27481  
## 17 9.705924 13.80916  
## 18 7.500032 15.19008  
## 19 7.323561 13.04199  
## 20 8.205918 13.80916  
## 21 8.382389 13.80916  
## 22 6.529440 13.50229  
## 23 8.382389 14.57634  
## 24 8.558861 13.80916  
## 25 6.352969 14.11603

minor.variables <- patients.std[,3:5]  
minor.variables

## x1 x2 x3  
## 1 10.625966 2.880459 1.636545  
## 2 8.626135 2.717853 2.261407  
## 3 9.521582 3.321820 3.124313  
## 4 10.625966 4.622672 3.213579  
## 5 9.640975 5.575082 4.255017  
## 6 11.372172 3.647033 4.909634  
## 7 10.446877 5.133721 3.540888  
## 8 8.984314 4.320689 3.124313  
## 9 11.312475 3.298590 2.916025  
## 10 8.835073 3.043066 2.797004  
## 11 10.536422 5.133721 1.577034  
## 12 9.133555 4.134853 1.963854  
## 13 8.655984 3.159213 4.225261  
## 14 11.073690 4.645902 2.767249  
## 15 9.312645 4.831738 2.023365  
## 16 11.730350 4.692361 3.035047  
## 17 10.864752 3.530885 2.261407  
## 18 10.715511 4.297459 1.100948  
## 19 8.835073 2.694623 1.785322  
## 20 10.297636 2.857230 1.487768  
## 21 11.282627 3.159213 1.398502  
## 22 9.073859 3.112754 1.487768  
## 23 10.357332 4.274230 2.707738  
## 24 9.760368 4.460066 3.689665  
## 25 11.521413 6.481033 2.201897

# a. canonical correlations between (y1,y2) and (x1,x2,x3)  
#install.packages("CCA")  
library(CCA)

## Warning: package 'CCA' was built under R version 3.5.2

## Loading required package: fda

## Warning: package 'fda' was built under R version 3.5.2

## Loading required package: splines

## Loading required package: Matrix

##   
## Attaching package: 'fda'

## The following object is masked from 'package:graphics':  
##   
## matplot

## Loading required package: fields

## Warning: package 'fields' was built under R version 3.5.2

## Loading required package: spam

## Warning: package 'spam' was built under R version 3.5.2

## Loading required package: dotCall64

## Warning: package 'dotCall64' was built under R version 3.5.2

## Loading required package: grid

## Spam version 2.2-1 (2018-12-20) is loaded.  
## Type 'help( Spam)' or 'demo( spam)' for a short introduction   
## and overview of this package.  
## Help for individual functions is also obtained by adding the  
## suffix '.spam' to the function name, e.g. 'help( chol.spam)'.

##   
## Attaching package: 'spam'

## The following object is masked from 'package:Matrix':  
##   
## det

## The following objects are masked from 'package:base':  
##   
## backsolve, forwardsolve

## Loading required package: maps

## Warning: package 'maps' was built under R version 3.5.2

## See www.image.ucar.edu/~nychka/Fields for  
## a vignette and other supplements.

##   
## Attaching package: 'fields'

## The following object is masked from 'package:psych':  
##   
## describe

results <-cc(major.variables, minor.variables)  
canoni.cor <-results$cor  
canoni.cor

## [1] 0.34192472 0.05719007

# b. Test the significance of each canonical correlation  
library("yacca")

## Warning: package 'yacca' was built under R version 3.5.2

cca2 <- cca(major.variables, minor.variables)  
F.test.cca(cca2)

##   
## F Test for Canonical Correlations (Rao's F Approximation)  
##   
## Corr F Num df Den df Pr(>F)  
## CV 1 0.34192 0.43922 6.00000 40 0.8482  
## CV 2 0.05719 NA 2.00000 NA NA

**Canonical correlations** *r1 = 0.3419 and r2 = 0.0572*

**Test of Significance** *H\_0:all canonical correlations r1,r2 are NOT significant* *Ha:all canonical correlations r1,r2 are significant* At alpha = 0.05 we DO NOT reject Ho for the first canonical correlation (r1). Because p- value 0.8482 is greater than 0.05. hence, we conclude that r1 is NOT significant At alpha =0.05 we reject Ho for the second correlation (r2). Because p-value 0 is less than 0.05. Hence, we conclude that R2 is significant.

# PROBLEM 5

library(lavaan)

## Warning: package 'lavaan' was built under R version 3.5.2

## This is lavaan 0.6-3

## lavaan is BETA software! Please report any bugs.

##   
## Attaching package: 'lavaan'

## The following object is masked from 'package:psych':  
##   
## cor2cov

## a. syntax for the model  
HS.model<-'  
 # three-factor model  
 visual =~ x1 + x2   
 textual =~ x3 + x4 + x5 + x6  
 speed =~ x7 + x8 + x9  
 # orthogonal factors  
 visual ~~ 0\*textual  
 '  
fit<- sem(HS.model, data=HolzingerSwineford1939)  
summary(fit, standardized=TRUE)

## lavaan 0.6-3 ended normally after 53 iterations  
##   
## Optimization method NLMINB  
## Number of free parameters 20  
##   
## Number of observations 301  
##   
## Estimator ML  
## Model Fit Test Statistic 200.854  
## Degrees of freedom 25  
## P-value (Chi-square) 0.000  
##   
## Parameter Estimates:  
##   
## Information Expected  
## Information saturated (h1) model Structured  
## Standard Errors Standard  
##   
## Latent Variables:  
## Estimate Std.Err z-value P(>|z|) Std.lv Std.all  
## visual =~   
## x1 1.000 1.093 0.938  
## x2 0.341 0.222 1.537 0.124 0.373 0.317  
## textual =~   
## x3 1.000 0.190 0.168  
## x4 5.193 1.878 2.765 0.006 0.985 0.848  
## x5 5.846 2.113 2.766 0.006 1.109 0.861  
## x6 4.816 1.743 2.763 0.006 0.914 0.835  
## speed =~   
## x7 1.000 0.626 0.579  
## x8 1.176 0.170 6.915 0.000 0.736 0.735  
## x9 1.012 0.145 7.001 0.000 0.634 0.633  
##   
## Covariances:  
## Estimate Std.Err z-value P(>|z|) Std.lv Std.all  
## visual ~~   
## textual 0.000 0.000 0.000  
## speed 0.216 0.056 3.886 0.000 0.316 0.316  
## textual ~~   
## speed 0.019 0.011 1.745 0.081 0.164 0.164  
##   
## Variances:  
## Estimate Std.Err z-value P(>|z|) Std.lv Std.all  
## .x1 0.163 0.754 0.216 0.829 0.163 0.120  
## .x2 1.243 0.134 9.284 0.000 1.243 0.900  
## .x3 1.239 0.101 12.222 0.000 1.239 0.972  
## .x4 0.380 0.049 7.811 0.000 0.380 0.281  
## .x5 0.429 0.059 7.278 0.000 0.429 0.259  
## .x6 0.361 0.044 8.270 0.000 0.361 0.302  
## .x7 0.777 0.082 9.502 0.000 0.777 0.665  
## .x8 0.461 0.078 5.926 0.000 0.461 0.460  
## .x9 0.599 0.071 8.429 0.000 0.599 0.599  
## visual 1.195 0.761 1.570 0.116 1.000 1.000  
## textual 0.036 0.026 1.383 0.167 1.000 1.000  
## speed 0.392 0.088 4.454 0.000 1.000 1.000

## b. representation of the 3 factor model  
lavaan.diagram(fit, main = "Three-factor Model")  
library(semPlot)

## Warning: package 'semPlot' was built under R version 3.5.2

semPaths(fit,"std", title = FALSE, edge.color = "purple", color = "grey", rotation = 4)

on the second graph we can see that the visual factor and the textual factor have zero correlation

# PROBLEM 6

## a. How many models you have learned?  
  
  
  
  
  
## b. Which one really impressed me when you learned and why?  
  
  
  
  
  
## c. Which one is your favorite and why?  
  
  
  
  
  
## d. two models comparison. differences and similarities.  
  
  
  
  
## e. project with a real problem. what model would I use? What kind of project would I like to build?