**------------------------------------------------------------------------------**

**Readme for the DectICO algorithm package**

**----------------------------------------------------------------------------------------------------------------------**

**============**

**Introduction**

**============**

DectICO is an alignment-free supervised metagenomic sample classification algorithm. It selects the ICO dynamically and classifies the metagenomic samples based on the refined ICO vectors with SVM.

**====================**

**Software Requirement**

**====================**

We require a Windows system with the Matlab and Perl software. Matlab (R2013a 64-bit) and Perl (v5.16.3 64-bit) were used in our experiments.

**=====**

**Usage**

**=====**

DectICO contains mainly three steps:

**Step1:** Extract feature matrix of metagenomic sequencing raw data with the entire sequence feature.

In this step, we provide a perl script to calculate the feature vectors for the metagenomic sequencing raw data. Open the cmd in windows and import:

**>perl integrate\_sample\_feature.pl <fasta.list> <k-mer> <feature type> > <output>**

Input Arguments:

<fasta.list>: The list of names of the metagenomic sequencing files.

<k-mer>: The length of oligonucleotide that used for extracting sequence feature vectors.

<feature type>: The type of sequence feature for characterizing the metagenomes. (1 for the sequence composition and 2 for the ICO)

Output file:

The output file is a feature matrix whose rows represent the feature vector of metagenomic samples. Its name is defined by users.
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**Step2:** Select features dynamically and train classifiers with the refined feature matrix.

In this step, users can use “DectICO” function in Matlab to perform both feature selection and training. Open the Matlab console and import:

**>DectICO**

Requirement:

<feature selected ladder file>: A text file named “selection.txt” with the selected feature sizes decreasing from up to bottom.

***Note:*** As shown in our experimental results, the selected feature sets with five components had the best classification performances for all kinds of features on the three metagenomic datasets. ![](data:image/x-wmf;base64,183GmgAAAAAAAAADwAEDCQAAAADSXAEACQAAA9EBAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAQADCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6T////AAgAAZAEAAAUAAAAJAgAAAAIFAAAAFAIgAUYCHAAAAPsCAP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlMF2gAHFdusmZgMEAAAALQEAAAkAAAAyCgAAAAABAAAANXkAAgUAAAAUAmIBvgAcAAAA+wJs/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUwXaAAcV26yZmAwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAE55KAEFAAAAFAIgATwAHAAAAPsCAP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlMF2gAHFdusmZgMEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABueQACBQAAABQCIAGGARwAAAD7AgD/AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2syYKeoDWKQCs2BgA2JTBdoABxXbrJmYDBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPXkAApgAAAAmBg8AJgFBcHBzTUZDQwEA/wAAAP8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCERTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCj0WPRC9BUPQQD0dfQVDyHwHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINuAAMAGwAACwEAAgCDTgAAAQEACgIEhj0APQIAiDUAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAD6yZmAwAACgA4AIoBAAAAAAAAAADc4hgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) is suggested as the minimum of the size of selected feature set. In addition, our feature selection is a dynamic process, the difference of the sizes of the feature sets between adjacent rounds should not be too large. Therefore we suggest that, for a given kind of sequence feature, the initial entire feature set, with size ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6T///8AAQAAZAEAAAUAAAAJAgAAAAIFAAAAFAJiAbYAHAAAAPsCbP8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlMF2gAHFdgkoZgQEAAAALQEAAAkAAAAyCgAAAAABAAAAMHkoAQUAAAAUAiABPAAcAAAA+wIA/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUwXaAAcV2CShmBAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG55AAKSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAgo9Fj0QvQVD0EA9HX0FQ8h8B5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDbgADABsAAAsBAAIAiDAAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ABAkoZgQAAAoAOACKAQAAAAAAAAAA3OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), is refined about half size recursively each round until the size of selected feature set reaches ![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///6T///9AAQAAZAEAAAUAAAAJAgAAAAIFAAAAFAJiAb4AHAAAAPsCbP8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAKzYGADYlMF2gAHFdkIqZpsEAAAALQEAAAkAAAAyCgAAAAABAAAATnkoAQUAAAAUAiABPAAcAAAA+wIA/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ArNgYANiUwXaAAcV2QipmmwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG55AAKSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABghEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAgo9Fj0QvQVD0EA9HX0FQ8h8B5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCDbgADABsAAAsBAAIAg04AAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Am0IqZpsAAAoAOACKAQAAAAAAAAAA3OIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Input Arguments:

<the filename of the training feature maxtrix>: The filename of the training feature matrix extracted in step1.

<the number of positive samples>: The number of positive samples in training set.

<the number of negative samples>: The number of negative samples in training set.

Output file:

The output in this step is a folder named “results” which contains the selected feature set, the LOOCV (leave-one-out cross validation) accuracy and the trained classifier’s model file for each round.

**Step3:** Select the best performed classifier and classify the testing samples.

This step also divides into two processes. First, users need to select the best performed classifier based on the LOOCV accuracies manually. Then we provide a perl script to obtain the refined feature matrix of testing metagenomic samples with the selected feature set file. Open the cmd in windows and import:

**>perl output\_selected\_feature\_matrix.pl <feature matrix> <features selected> <output>**

Input Arguments:

<feature matrix>: The feature matrix of metagenomes with the entire features

<features selected>: The feature set that has the best performance.

<output>: The name of refined feature matrix with the selected features which is defined by users.

Output file:

The output file is a feature matrix with the selected features.

Second, users can classify the testing samples with the refined feature matrix and the best performed classifier’s model file.

Note that, the classification process in DectICO uses the Libsvm software. Therefore the format of input needs to be appropriate. Here, we provide a perl script to perform this process. Open the cmd in windows and import:

**>perl format\_transform\_SVM\_singlefile\_title.pl <testing file> <parameter> > <output>**

Input Arguments:

<testing file>:The feature matrix file that need to transfer format.

<parameter>: Import 1 or -1 optionally (this argument will be acting for the training set).

Output file:

The output file is the feature matrix file with the appropriate format for Libsvm.

Then users can classify the testing samples by Libsvm. Open the cmd in windows and import:

**> svm-predict.exe <transformed file> <model file> <output>**

Input Arguments:

<transformed file>:The transformed feature matrix file.

<model file>: The model file of the best performed classifier.

Output file:

The output file is the result of classification.

**=======**

**Example**

**=======**

Uncompress the “examples” file in the folder which stores the software.

Open cmd and import:

**>perl integrate\_sample\_feature.pl list\_train.txt 8 2 > train.txt**

Open matlab and import:

**>DectICO**

and import following parameters in turn according to the prompts:

Please input the filename of the training feature maxtrix: **train.txt**

Please input the number of positive samples: **5**

Please input the number of negative samples: **5**

Choose the best performed classifier based on the LOOCV accuracy files in the “results” folder and copy the model file of the classifier to the folder which contains the Libsvm software.

Open cmd and import:

**>perl integrate\_sample\_feature.pl list\_test.txt 8 2 > test.txt**

**>perl output\_selected\_feature\_matrix.pl test.txt features\_5.txt** **selected\_test.txt**

**>perl format\_transform\_SVM\_singlefile\_title.pl selected\_test.txt 1 > test**

**>svm-predict.exe test model\_5 res.xls**

The classification result is included in res.xls.

**========**

**Statement**

**========**

The DectICO source builds on the following software:

kernelPLS: <https://github.com/sqsun/kernelPLS>

Libsvm (3.17): <http://www.csie.ntu.edu.tw/~cjlin/libsvm/index.html>

Chang, C.-C. and Lin, C.-J. LIBSVM: a library for support vector machines. *ACM Transactions on Intelligent Systems and Technology (TIST)* 2011;2(3):27.

Sun, S., Peng, Q. and Shakoor, A. A kernel-based multivariate feature selection method for microarray data classification. *PloS one* 2014;9(7):e102541.